广义离散随机线性系统最优递推预报方法及其渐近稳定性

张焕水    柴天佑
（东北大学自动化研究中心    沈阳    110004）

摘要    讨论广义离散随机线性系统最优状态估计问题，运用新息理论和自陷的方法提出了广义离散随机线性系统最优递推预报器和滤波器，证明了递推预报器对于初始值的选取渐近稳定。
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1 引言

广义离散随机线性系统状态估计研究近来受到许多学者的关注，文献[1-3]采用最小二乘法和Kalman滤波方法研究问题，得到了广义离散随机线性系统最优滤波估计的一系列新结果。但是，由于系统的非因果性，预报估计很困难[4]。对此本文基于时域上的新息分析方法研究问题，提出了广义系统最优递推预报估计方法，同时得到了滤波估计的新方法。

已知广义离散随机线性系统

\[ Mx(k+1) = \Phi x(k) + Fw(k), \]
\[ y(k) = Hx(k) + v(k), \]

其中 \( x(k) \in R^n, w(k) \in R^n, y(k) \in R^n, v(k) \in R^n \) 分别表示系统的状态矢量、模型噪声矢量、观测噪声矢量；观测噪声矢量、观测噪声。\( M, \Phi, F, H \) 分别为相应维数的矩阵。\( w(k), v(k) \) 是零均值不相关高斯白噪声序列。\( Ew(k) = 0, Ev(k) = 0, Ew(k)^T(i) = Q, v(k)^T(i) = Q, Ew(k)v^T(i) = 0, \forall k, i. \)

假设1. 系统满足完全观测，即任意 \( z \)

\[ \text{rank} \begin{bmatrix} zM - \Phi \\ H \end{bmatrix} = n, \text{有限} \quad \text{rank} \begin{bmatrix} M \\ H \end{bmatrix} = n. \]

假设2. 系统正则，即 \( \det(zM - \Phi) \neq 0. \)

最优预报估计问题：基于观测 \( y(k-1), y(k-2), \ldots, y(0) \) 求状态 \( x(k) \) 的线性最优估计 \( \hat{x}(k|k-1) \) 极小化性能指标

\[ J = E((x(k) - \hat{x}(k|k-1) - \hat{x}(k|k-1))^T(x(k) - \hat{x}(k|k-1))). \]
2 最优递推预报器

2.1 系统(1.1),(1.2)的等价形式

由假设1, rank $[M_H] = n$, 则存在一矩阵 $K_0$ 使得 $(M + K_0I)H$ 满秩$^{[1]}$, 由(1.1),(1.2)式得

$$(M + K_0H)x(k) = \Phi x(k - 1) + K_0y(k) + \Gamma w(k - 1) - K_0v(k).$$

由于 $(M + K_0H)$ 满秩, 因此 (1.1),(1.2) 可以等价地写成如下系统:

$$x(k) = A x(k - 1) + K_0 y(k) + \eta(k - 1),$$

$$y(k) = H x(k) + v(k),$$

其中 $A = S \Phi$, $K = SK_0$, $\eta(k - 1) = S \Gamma w(k - 1) - K_0 v(k)$, $S = (M + K_0H)^{-1}$.

引理1. $(A,H)$ 是可观测对, 即 $\Omega = (H^T, A^T I^T, \ldots, (A^T)^{n-1} I^T)^T$ 列满秩.

2.2 ARMA 新息模型

由(1.1),(1.2) 式得

$$y(k) = H (M - \Phi q^{-1})^{-1} \Gamma w(k - 1) + v(k).$$

在假设1下, 由广义系统的标准分解知 $(M - \Phi q^{-1})^{-1}$ 存在, 并且具有如下形式:

$$(M - \Phi q^{-1})^{-1} = \frac{\bar{F}_0 + \bar{F}_1 q^{-1} + \cdots + \bar{F}_{n-1} q^{-(n-1)}}{1 + a_1 q^{-1} + \cdots + a_n q^{-n}},$$

$r_0$ 是标准分解中零阶阵的零极指数, 系统含有脉冲模时 $r_0 > 1$, 无脉冲模时 $r_0 = 1$. 将(2.4)
式代入(2.3) 式得

$$A(q^{-1}) y(k) = B(q^{-1}) w(k + r_0 - 1) + A(q^{-1}) v(k),$$

其中 $A(q^{-1}) = 1 + a_1 q^{-1} + \cdots + a_n q^{-n}, B(q^{-1}) = B_0 + B_1 q^{-1} + \cdots + B_{n-1} q^{-(n-1)}, B_i = H F_i$. 上式中系数阵 $B_i$ 可能为零, 不妨设 $i > r$ 时, $B_i = 0, B_{i-1} \neq 0$.

假设3. 谱密度阵 $C(e^{-\omega}) Q e^T e(-\omega) + A(e^{-\omega}) Q A(e^{-\omega})$ 定正 $(\pi < \omega < \pi)$.

在假设3下, (2.6) 式右边的两个 MA 滑动平均过程可以用唯一稳定的 MA 过程表示

$$D(q^{-1}) \varepsilon(k) = C(q^{-1}) w(k + n_0 - 1) + A(q^{-1}) v(k),$$

其中 $D(q^{-1}) = I_m + D_1 q^{-1} + \cdots + D_n q^{-n}, n_0 = \max(n_1 - r_1 - 1, n_2), D(q^{-1})$ 稳定. $\varepsilon(k)$ 是零均值的白噪声序列, 方差阵为 $Q_{\varepsilon}(\varepsilon(k)$ 是观测 $y(k)$ 的新息, 即 一步预报误差. 由(2.6),

(2.7) 式得 ARMA 新息模型

$$A(q^{-1}) y(k) = D(q^{-1}) \varepsilon(k).$$

新息计算如下:

$$\varepsilon(k) = A(q^{-1}) y(k) - D_1 \varepsilon(k - 1) - \cdots - D_n \varepsilon(k - n_0),$$

初始值为 $\varepsilon(0), \cdots, \varepsilon(n_0 - 1)$.

引理2. 新息 $\varepsilon(k)$ 与 $w(k), v(k), y(k)$ 的互协方差阵计算如下:

$$E w(k) \varepsilon^i(k - i) = Q_{\varepsilon} F_{n-i}^T, \quad E y(k) \varepsilon^i(k - i) = Q_{\varepsilon} E_{n-i}^T, \quad E \varepsilon(k) \varepsilon^i(k - i) = \Lambda Q_{\varepsilon}.$$
其中 $F_i, E, A$ 由下式计算：

$$
F_i = - \sum_{j=1}^{\min(n, M_i)} D_j F_{i-j} + C_i, 
E_i = - \sum_{j=1}^{\min(n, M_i)} D_j E_{i-j} + a_i I_n, 
A_i = - \sum_{j=1}^{\min(n, M_i)} a_i A_{i-j} + D_i.
$$

其中 $F_0 = C_0, E_0 = I_n, A_0 = I_n$.

2.3 最优递推预控制器

定理 1. 在假设 1-3 下，系统 (1.1), (1.2) 式的最优递推预控制器为

$$
\hat{x}(k|k-1) = A \hat{x}(k-1|k-2) + K_p \epsilon(k-1)
+ K \hat{y}(k|k-2) + \hat{\eta}(k-1|k-2),
$$

初始值为 $\hat{x}(1|0)$，其中 $\hat{y}(k|k-2)$ 由以下两式计算：

$$
\hat{y}(k-1|k-2) = -a_1 y(k-2) - \cdots - a_{n_2} y(k-n_2-1) + D_1 \epsilon(k-2)
+ \cdots + D_{n_2} \epsilon(k-n_2-1),
$$

$$
\hat{y}(k|k-2) = -a_1 \hat{y}(k-1|k-2) - a_2 y(k-2) - \cdots - a_{n_2} y(k-n_2)
+ D_1 \epsilon(k-2) + \cdots + D_{n_2} \epsilon(k-n_2).
$$

$\eta(k-1|k-2), K_p$ 分别计算为

$$
\hat{\eta}(k-1|k-2) = \sum_{i=0}^{n_0-2} S \Gamma Q_w F_{i+1}^T Q_r^{-1} \epsilon(k-n_0+i), \ n_0 \geq 2,
0, \ n_0 < 2,
$$

$$
K_p = \Omega^\pi \times \begin{bmatrix}
A_1 - HKA_2 - H\Sigma Q_w F_{n_2-i+1}^T Q_r^{-1} & \\
\vdots & \\
A_{n_0} - \sum_{i=0}^{n_0-2} H A_{n_0-i-2} (K A_{n_0-i} + S \Gamma Q_w F_{n_2-i}^T Q_r^{-1}) & \\
\end{bmatrix}.
$$

其中 $\Omega^\pi = (\Omega^T \Omega)^{-1} \Omega^T$.

证明：由射影理论 [5]，线性最小方差估计 $\hat{x}(k|k-2)$ 是 $x(k)$ 在 $k_2, \epsilon(k-2), \epsilon(k-3), \cdots, \epsilon(0)$ 所张成的线性流形上的正交射影，取 (2.1) 式两边各项在以上线性流形上的射影运算得

$$
\hat{x}(k|k-2) = A \hat{x}(k-1|k-2) + K \hat{y}(k|k-2) + \hat{\eta}(k-1|k-2).
$$

由正交射影公式知

$$
\hat{x}(k|k-1) = \text{Proj}(x(k)|\epsilon(k-1), \epsilon(k-2), \cdots, \epsilon(0))
= \text{Proj}(x(k)|\epsilon(k-2), \epsilon(k-3), \cdots, \epsilon(0))
+ E(x(k)\epsilon^T(k-1))Q_r^{-1} \epsilon(k-1)
= \hat{x}(k|k-2) + K_p \epsilon(k-1),
$$

其中 $K_p = E(x(k)\epsilon^T(k-1))Q_r^{-1}$ 是一步预报增益阵。现计算 $K_p$ 由 (2.1), (2.2) 式得如下关系；

$$
\begin{align*}
\hat{x}(k|k-2) &= A \hat{x}(k-1|k-2) + K \hat{y}(k|k-2) + \hat{\eta}(k-1|k-2), \\
K_p &= \frac{E(x(k)\epsilon^T(k-1))Q_r^{-1} \epsilon(k-1)}{E(\epsilon(k-1)\epsilon^T(k-1))Q_r}. 
\end{align*}
$$
\[
\begin{bmatrix}
H \\
HA \\
\vdots \\
HA^{n-1}
\end{bmatrix} x(k) =
\begin{bmatrix}
y(k) - v(k) \\
y(k + 1) - HKy(k + 1) - H\eta(k) - v(k + 1) \\
\vdots \\
y(k + n - 1) - \sum_{i=0}^{n-2} HA^{n-i-2}(K\eta(k + i - 1) + \eta(k + i)) - y(k + n - 1)
\end{bmatrix}.
\]

(2.18)

根据引理2, 将(2.18)式两边同时右乘 \(e^{T}(k-1)Q^{-1}\) 取数学期望知 \(K\), 满足如下关系式:

\[
\begin{bmatrix}
H \\
HA \\
\vdots \\
HA^{n-1}
\end{bmatrix} K_p = 
\begin{bmatrix}
\Lambda_1 \\
\Lambda_2 - HKA_2 - HS\Gamma Q_w F_{n_0 - 2}^T Q^{-1} \\
\vdots \\
\Lambda_n - \sum_{i=0}^{n-2} HA^{n-i-2}(KA_{n+2} + S\Gamma Q_w F_{n_0 - i - 2}^T Q^{-1})
\end{bmatrix}.
\]

(2.19)

由上式得(2.15)式.

由(2.16)式代入(2.17)式, 则得(2.11)式.

由ARMA 新息模型(2.8)取射影运算直接得到(2.12), (2.13). 注意到 \(\eta(k - 1) = S\Gamma w(k - 1) - Ky(k)\), 由引理2知, \(n_0 < 2\) 时, \(\hat{\eta}(k - 1|k - 2) = 0\), \(n_0 \geq 2\) 时, 由射影公式计算为

\[
\hat{\eta}(k - 1|k - 2) = \sum_{i=-n_0}^{2} F_{n_0 - 1}(\eta(k - 1) - e^T(k - i)Q^{-1}e(k - i))
\]

\[
= \sum_{i=0}^{n_0 - 2} S\Gamma Q_w F_{n_0 - i - 2}^T Q^{-1} e(k - n_0 + i).
\]

证明.

说明: 依(2.11)式的推导方法, 用(1.1)式易得

\[
M \hat{x}(k|k - 1) - \Phi \hat{x}(k - 1|k - 2) + MK_p e(k - 1) = \Gamma \hat{w}(k - 1|k - 2).
\]

类似(2.14)式, \(\hat{w}(k - 1|k - 2)\) 的计算为

\[
\hat{w}(k - 1|k - 2) = \begin{cases} 
\sum_{i=0}^{n_0 - 2} Q_w F_{n_0 - i - 2}^T Q^{-1} e(k + i, n_0), & n_0 \geq 2, \\
0, & n_0 < 2.
\end{cases}
\]

\(M\) 可逆时, (2.20) 式与正常系统的稳态 Kalman 预报器一致. 事实上, \(M\) 可逆时(1.1)式变为

\[
x(k + 1) = M^{-1}\Phi x(k - 1) + M^{-1}\Gamma w(k - 1).
\]

(2.21)

(2.20) 式变为

\[
\hat{x}(k|k - 1) = M^{-1}\Phi \hat{x}(k - 1|k - 2) + K_p e(k - 1) + M^{-1}\Gamma \hat{w}(k - 1|k - 2).
\]

(2.22)

由于 \(M\) 可逆时, 显然 \(n_0 \leq 0\), 故 \(\hat{w}(k - 1|k - 2) = 0\), 因此(2.22)式变为

\[
\hat{x}(k|k - 1) = M^{-1}\Phi \hat{x}(k - 1|k - 2) + K_p e(k - 1).
\]

(2.23)
上式正是系统(2.21)的稳态 Kalman 预报器, \( K_p \) 是稳态预报增益矩阵.

下面讨论广义系统最优滤波估计问题, 基于以上提出的最优递推预报器, 系统的最优
滤波器为

\[
\hat{x}(k | k) = \hat{x}(k | k - 1) + K_f \varepsilon(k),
\]

(2.24)

其中 \( K_f = E(x(k)\varepsilon^T(k))Q_\varepsilon^{-1} \), 仿照 \( K_p \) 计算的方法, \( K_f \) 计算为

\[
K_f = \Omega^u \times \left[ \begin{array}{c}
I_m - Q_n Q_\varepsilon^{-1} \\
\Lambda_1 - HKA_1 - HSIQ_\varepsilon F_{n-1}^T Q_\varepsilon^{-1} \\
\vdots \\
\Lambda_{n-1} - \sum_{i=0}^{n-2} HA^{n-2} (KA_{i+1} + S\Gamma_\varepsilon F_{n-1}^T Q_\varepsilon^{-1})
\end{array} \right].
\]

(2.25)

根据(2.1)式及引理2, 易证 \( K_p \) 与 \( K_f \) 有如下关系:

\[
K_p = AK_f + KA_1 + \Sigma \Gamma_\varepsilon F_{n-1}^T Q_\varepsilon^{-1}.
\]

(2.26)

3 渐近稳定性

定理 2. 假设矩阵 \( A \) 稳定，则定理1提出的最优递推预报器(2.11)对于初始值 \( \varepsilon(0), \varepsilon(1), \ldots, \varepsilon(n-1), \hat{x}(1|0) \) 选取渐近稳定

说明. 若 \( A \) 不稳定, 由于 \( AH \) 是可观测对, 因此存在矩阵 \( T_0 \in R^{m} \times m \) 使得 \( A + T_0 H \)
稳定. 利用映射性质由(1.2)式得

\[
\hat{y}(k - 1 | k - 2) = H \hat{x}(k - 1 | k - 2).
\]

(3.1)

由于(3.1), (2.11)式得

\[
\hat{x}(k | k - 1) = A \hat{x}(k - 1 | k - 2) + K_p \varepsilon(k - 1) + K_f \hat{y}(k | k - 2) - T_0 \hat{y}(k - 1 | k - 2) + \hat{\eta}(k - 1 | k - 2).
\]

(3.2)

其中 \( A = A + T_0 H \) 稳定, \( \hat{y}(k - 1 | k - 2) \) 由(2.12)式计算, 易证最优递推预报估计(3.2)对于
初始值的选取渐近稳定. 因此当 \( A \) 非稳定时, 定理1给定的最优递推预报估计用(3.2)式代以保证其渐近稳定性.

4 仿真例子

考虑系统

\[
\begin{bmatrix}
1 & 0 \\
0 & 0
\end{bmatrix} x(k) = \begin{bmatrix}
0.9 & 0 \\
-1 & 0.5
\end{bmatrix} x(k - 1) + \begin{bmatrix}
0 \\
1
\end{bmatrix} w(k - 1),
\]

(4.1)

\[
y(k) = \begin{bmatrix}
0 & 1
\end{bmatrix} x(k) + v(k),
\]

(4.2)

\(w(k), v(k)\) 是零均值不相关白噪声序列, \( Q_a = Q_v = 1 \). 本例中取 \( K_p = [0 \quad 1]^T \). 易知 ARMA
新息模型为

\[
(1 - 0.9 q^{-1}) y(k) = (1 + d q^{-1}) \varepsilon(k).
\]

(4.3)

其中 \( d \) 和 \( Q \) 分别为 \( d = -0.1588, Q = 5.667 \). 最优预报器和滤波器分别为
\[
\hat{x}(k|k-1) - A \hat{x}(k-1|k-2) + K_x e(k-1) + K \hat{y}(k|k-2), \quad (4.4)
\]
\[
\hat{x}(k|k) = \hat{x}(k|k-1) + K_x e(k). \quad (4.5)
\]

其中

\[
K = K_0, \quad A = \begin{bmatrix} 0.9 & 0 \\ -1 & 0.5 \end{bmatrix}, \quad K_x = \begin{bmatrix} 0.5(0.9 + d) \\ 0.9 + d \end{bmatrix}, \quad K_f = \begin{bmatrix} 0.5(1 - Q_f^{-1}) \\ 1 - Q_f^{-1} \end{bmatrix},
\]

\[
\hat{y}(k-1|k-2) = 0.9 \hat{y}(k-2) + d e(k-2), \quad \hat{y}(k|k-2) = 0.9 \hat{y}(k-1|k-2).
\]

图1 $x_1(k)$及最优预报 $\hat{x}_1(k|k-1)$

图2 $x_2(k)$及最优预报 $\hat{x}_2(k|k-1)$
仿真结果见图1-4. 图1.2表明最优预报估计 $\hat{x}(k | k-1) = [\hat{x}_1(k | k-1) \quad \hat{x}_2(k | k-1)]^T$ 对真实值 $x(k) = [x_1(k) \quad x_2(k)]^T$ 具有良好的跟踪性能. 图示3.4表明最优滤波估计 $\hat{x}(k | k) = [\hat{x}_1(k | k) \quad \hat{x}_2(k | k)]^T$ 对于真实值 $x(k) = [x_1(k) \quad x_2(k)]^T$ 具有良好的跟踪性能.

图3 $x_1(k)$ 及最优滤波 $\hat{x}_1(k | k)$

图4 $x_2(k)$ 及最优滤波 $\hat{x}_2(k | k)$
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