不确定对象的人工神经网络自学习控制方法
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摘要 利用模糊控制的思想，将误差、误差变化及加速度作为输入，建立一个神经网络控制器。对于具有不确定性控制对象提出了一种自学习模糊神经网络控制方法，并将此方法用于焊接熔池动态过程控制的有效性试验。
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1 引言

对于具有不确定性因素对象的控制问题多年来一直是控制理论和工程实践中最富挑战性的问题。本文研究将人工神经网络与模糊控制结合，对任意复杂的不确定性对象实现自学习或自优化的控制方法。其基本思想是：利用神经网络的映射功能对复杂对象过程实时建模，将三维模糊控制器用神经网络实现以取代常规的模糊规则控制表，然后根据不确定性对象的随机变化实时修正人工神经网络模型参数和控制器的网络参数，从而实现对复杂不确定性对象的自学习控制，其实质目标是对人的智能调节活动进行模拟。

2 人工神经网络自学习控制方案

对一般不确定性控制对象，提出下面神经网络自学习控制方案。

图1中 NNC 为神经网络控制器，UP 为不确定性控制对象，PMN 为对象 UP 和检测环节 MS 的神经网络模型，LA 为学习算法器，D 为期望值，e(t) 为控制误差，u(t) 为控制输入，y(t) 为实际输出量和检测量，在不计 MS 变换系数意义下，将对象输出与检测输出均用 y(t) 表示，v(t) 为模型 PMN 的输出量，e(t) 为模型与检测量的偏差。各功能框图说明如下：

1) NNC 为四层 BP 网络控制器：节点 N1 = 3, N2 = 15, N3 = 10, N4 = 1; 网络函数 x_n.
3. 神经网络控制器的自学习算法

1) 控制误差指标

$$J_c = \sum_{i=1}^{N} \frac{[e^2(t+1) + \alpha \Delta e(t+1) + \beta \Delta^2 e(t+1)]}{2}$$  \hspace{1cm} (3.1)

式中 $e(t+1) = D \ y(t+1)$, $\alpha, \beta$ 分别表示误差变化和误差加速度的指标加权系数, 可依系统要素选定。

2) PMN 输出与测量量的误差指标

$$J_c = \sum_{i=1}^{N} \frac{[y(t+1) - y(t+1)]}{2}.$$  \hspace{1cm} (3.2)

3) PMN 网络参数的学习

PMN 的网络参数学习可采用离线和在线学习方法. 离线学习得到初始权重. 在线学习则是根据指标 (3.2) 随网络参数变化梯度下降的原则, 及时修正网络的权重得到控制周期内的网络一步反向学习算法, 细节从略.

4) 控制器 NNC 网络参数的学习

在初始或前次学习的 PMN 网络参数基础上, 依指标 (3.1) 推导实时修正控制器权重的算法如下

$$W_c(t+1) = W_c(t) + \Delta W_c(t),$$  \hspace{1cm} (3.3)

$$\Delta W_c(t) = -h_c(\partial J_c/\partial W_c(t)),$$  \hspace{1cm} (3.4)

学习因子 $h_c \in (0,1)$,

$$\partial J_c/\partial W_c(t) \approx \frac{D - e - y(t+1)}{D} + a \Delta e(t + 1) + \beta \Delta^2 e(t+1),$$

$$= [e(t+1) + \alpha \Delta e(t+1) + \beta \Delta^2 e(t+1)](\partial y(t+1)/\partial W_c(t)).$$  \hspace{1cm} (3.5)

$$\partial y(t+1)/\partial W_c(t) = [\partial f_m/\partial u(t)][\partial u(t)/\partial W_c(t)],$$  \hspace{1cm} (3.6)

$$\partial f_m/\partial u(t) = \partial f_m/\partial x_i.$$
\[
\frac{\partial u(t)}{\partial W_i(t)} \text{及其它推导细节从略. 式 (3.3) - (3.7) 即控制周期内的控制器网络 NNC 的权重系数的一步学习算法. 其实质可以理解为是对模糊控制规则的实时调整.}
\]

### 4 控制方案的试验结果

为了考察上述设计对于不确定对象控制的有效性, 我们选取一个复杂的工业控制对象——脉冲 TIG 焊接熔池的动态过程控制, 通过脉冲 TIG 焊的实验测试分析, 选取控制焊接电流——熔池的单入单出系统作为试验对象。对上述过程离线学习建立的神经网络模型 PMN 实现的映射关系为

\[
\tilde{y}(t+1) = f_w(u(t), u(t-1), u(t-2), \tilde{y}(t), \tilde{y}(t-1),
\]

节点 \(N_1 = 5, N_2 = 15, N_3 = 15, N_4 = 1\).

实验系统硬件及正表面宽信息的计算机视觉检测、图像处理技术见文 [2]。控制周期为 1 秒。焊接试验条件如下：

材料: A3 钢; 板厚:2 mm; 梯形试件:70×18×255 mm; 钛氧弧:ø 3.0 mm;

氢气流量:8 L/min; 电弧电压:12~15 V; 焊接速度:95~105 mm/min.

![图 2 TIG 焊过程控制试验](image)

图 2 中曲线①对应恒定焊接电流的情形, ②对应自学习控制结果。图 2(a) 中曲线①表示不加控制时的情形随试验件散热条件变坏熔池宽度递增。采用自学习控制则基本维持熔宽一致, 如图 2(a) 中曲线②所示。试验结果分析如下：

1) 对变散热条件试验的自焊控制效果表明, 本文提出的神经网络自学习控制方案对 TIG 焊熔宽动态过程控制有效。比较图 2(b) 中的焊接电流①, ②调节变化, 说明与人的经验认识一致。

2) 控制算法和图像处理的周期偏长影响控制效果。这有赖于神经网络的并行处理实现以提高运算速度。
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