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Learning Semantic Lexicons Using Graph Mutual
Reinforcement Based Bootstrapping
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Abstract This paper presents a method to learn semantic lexicons using a new bootstrapping method based on graph mutual
reinforcement (GMR). The approach uses only unlabeled data and a few seed words to learn new words for each semantic category.
Different from other bootstrapping methods, we use GMR-based bootstrapping to sort the candidate words and patterns. Experi-
mental results show that the GMR-based bootstrapping approach outperforms the existing algorithms both in in-domain data and
out-domain data. Furthermore, it shows that the result depends on not only the size of the corpus but also the quality.
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In recent years, bootstrapping methods[1−3] have re-
ceived considerable attention in many application fields,
and semantic lexicons[4−6] have proved useful for many nat-
ural language processing tasks. Although supervised meth-
ods usually can achieve better results than those by semi-
supervised and unsupervised methods, they are strongly
constrained by the number of labeled data. Usually, boot-
strapping methods can use both a small size of labeled data
and a large amount of unlabeled samples without extra cost
to obtain better result.

Semantic lexicons have proved to be useful for many
natural language processing tasks, including question
answering[7−8], information extraction[9] and so on. Learn-
ing semantic lexicons is a task to automatically acquire
words with semantic classes (e.g., “gun” is a WEAPON). In
recent years, several algorithms have been proposed to au-
tomatically learn semantic lexicons using supervised, semi-
supervised, and unsupervised methods[10−13]. As unsu-
pervised methods dispense with manually labeled training
data, they have attracted increased attentions[3, 14−18].

In this paper, we introduce a weakly supervised learning
method, graph mutual reinforcement (GMR) based boot-
strapping, called GMR-bootstrapping, to learn semantic
lexicons. Like other bootstrapping methods, it begins with
unlabeled corpus and a few seed words. Then, it is it-
erated to learn lexicons. From analyzing the procedure
of Basilisk[3], we found that the patterns which contain a
large amount of extractions always obtained with very low
scores at the beginning. In order to partially overcome this
problem, we incorporated GMR to weight candidate words
and extraction patterns. The similar idea was also used by
Hassan[16] to select the informative patterns for extracting
information. Normally, if the extractions of a pattern be-
long to several different categories, the extraction accuracy
is low. To better use this information, we also enhanced the
GMR-bootstrapping by adding the uncertainty of a pattern
into scoring functions to learn multiple categories simulta-
neously.

Evaluation on MUC4 corpus[19] shows that incorporat-
ing GMR to weight the candidate words and extraction
patterns enables substantial performance gains in extract-
ing BUILDING, EVENT, HUMAN, LOCATION, TIME,
and WEAPON lexicons. Our experimental results showed
that adding patterns′ uncertainty into scoring functions im-
prove the performance also. From the experimental results,
we also observed that the quality of lexicons of automo-
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bile manufacture names and automobile parts extracted by
GMR-bootstrapping from Chinese corpus (detailed in Sec-
tion 2) was better than the quality of lexicons extracted by
Basilisk. The reminder of the paper is organized as follows:
In Section 1, we introduce our bootstrapping structure and
scoring functions. In Section 2, experiments are given to
show the improvements. Section 3 discusses the related
works. Section 4 concludes the paper.

1 GMR-bootstrapping

GMR-bootstrapping[20] is a weakly supervised learning
method. Like other bootstrapping methods, the inputs of
GMR-bootstrapping are a large amount of unlabeled data
and a few manually selected seed words for each semantic
category. The GMR-bootstrapping begins with extracting
a number of the extraction patterns that can match the
seed words. Then, a number of nouns extracted by these
patterns become candidates for the lexicon. Then, a bipar-
tite graph is built, which represents the matching relation
between patterns and candidate words. Next, GMR scoring
is used to iteratively assign correctness weights of patterns
and candidate words. The five best candidate words are
added to the lexicon. Then, process starts over again. In
this section, we describe details of the GMR-bootstrapping
algorithm.

1.1 Pattern formats

In order to find new lexicon entries, extraction patterns
are used to provide the contextual evidence that a word
belongs to certain semantic class. There are two com-
monly used patterns, Syntactic Pattern (SP) and Con-
text Pattern. SPs are used by many other bootstrap-
ping methods[2−3, 21]. We followed the method proposed
by Riloff[22], which used the AutoSlog system to represent
extraction patterns. AutoSlog′s extraction patterns repre-
sent linguistic expressions that extract the head noun of a
noun phrase in one of three syntactic roles: subject, direct
object, or prepositional phrase object. Different from the
syntactic pattern, context patterns use words only, where it
excludes syntactic roles. In our implementations, we used
words before or after current words as templates in MUC4
corpus.

1.2 GMR scoring

GMR scoring is used to iteratively assign the scores of
patterns and candidate words. We assume that patterns
that match many words from the same category tend to
be important. Similarly, words matched by many patterns
that belong to a same category tend to be correct[23].

Each pattern p in P is associated with a weight sp(p)
denoting its correctness. Each candidate word w in W has



1258 ACTA AUTOMATICA SINICA Vol. 34

a weight sw(w), which expresses the correctness of the
word. The weights are calculated iteratively through (1)
to (7) as

F (i)(p) =
∑

u∈W (p)

sw(u)l (1)

sp(i)(p) =
F (i)(p) · ln F (i)(p)

|W (p)| (2)

sw(i)(w) =

∑
p ∈ P (w) ln (F (i)(p) + 1)

|P (w)| (3)

where sw(u) is initialized to 1 if u ∈ Semantic Lexicons,
and 0 otherwise, W (p) is the set of words matched by p,

P (w) is the set of patterns matching w, sp(i)(p) is the cor-

rect weight of the pattern p in iteration i, and sw(i)(w) is
the correct weight of the word w in iteration i.

At the end of each iteration, the normalization factors,
SP (i) and SW (i), are calculated as

SP (i) =

|W |∑
w=1

P (w)∑
v=1

sp(i)(v) (4)

SW (i) =

|P |∑
p=1

W (p)∑
u=1

sw(i)(u) (5)

Then, sp(i)(p) and sw(i)(w) are normalized by

sp(i)(p) =
sp(i)(p)

SP (i)
(6)

sw(i)(w) =
sw(i)(w)

SW (i)
(7)

Here, (2) is similar to RlogF , which has been used to

score patterns[3], except that Fi in RlogF is changed to
(1). RlogF becomes

RlogF (patterni) =
Fi

Ni
· ln(Fi)

where Fi is the number of the distinct categories extracted
by patterni and Ni is the total number of the nouns ex-
tracted by patterni. Because the amount of category num-
bers depends on the number of seed words, which is usually
small, Fi is a small value at the first 10 iterations. How-
ever, Ni may be a big value. Due to this observation and
the the definition of RlogF , the patterns which contain
a large number of extractions would obtain low scores by
RlogF at the beginning though some of them are good.
For example, pattern k “HIT BY *” is a good pattern for
the WEAPON category. 82.3% of words extracted by this
pattern belong to this category. However, in the first iter-
ation, Fk is 1, because there are only three words in the
category, while Nk, the number of words extracted by pat-
tern k, is 17. According to the equation RlogF , the score
of this pattern is 0. It is equal to other patterns with one
extraction. Equation (3) is changed from AvgLog, which

has been used to score candidate words[3]. Through these
changes, the scoring functions of patterns and candidate
words are connected and can be iteratively calculated. The
scores of good patterns with a large amount of extractions
will be increased with iterations. Since (2) is based not only
on the lexicons at this stage but also on the score of other
words, the patterns like “HIT BY *” are given a bigger
score than the AvgLog. The scores of candidate words ex-
tracted by these patterns are also improved. Consequently,
the problem of RlogF can be partially overcomed.

1.3 Learning multiple semantic categories

From the Thelen′s analysis and results of Basilisk-
MACT+[3], we observe that learning multiple semantic cat-
egories can improve the results of all the categories. We also
extended GMR-bootstrapping to learn multiple semantic
categories simultaneously, named GMR-M-bootstrapping.
Normally, if the extraction of a pattern belongs to several
different categories, the pattern′s correctness should be low.

We used Lp to represent the labels of the extractions
of the pattern p. H(Lp) is the entropy of Lp, which is
calculated only in the extractions that have been labeled
to a semantic category. For instance, pattern p, whose
extractions are w1, w2, · · · , wn. We can find the labels
of its extractions through semantic lexicons at this stage,
Lp = l1, l2, · · · , ln, where

li =

{
Labelj , if wi ∈ Lexiconj

NULL, otherwise

Then, the entropy of Lp is calculated

H(Lp) = −
|χ|∑

k=1

p (Labelk) · ln (p (Labelk)) (8)

where p(Labelk) =
Ck∑|χ|

k=1 Ck

, Ck denotes the number of

times Labelk occurs in Lp. We could define the patterns′

uncertainty, (1 − H(Lp)

log |χ| ), which varies from 0 when Lp is

uniform to 1 when Lp contains one type of labels[24].
Therefore, (2) and (3) can be changed to

sp(i+1)(p) =
F (i+1)(p) · ln F (i+1)(p) · (1− H(Lp)

log |χ| )

|W (p)| (9)

sw(i+1)(w) =

∑
p∈P (w)

ln (F (i+1)(p) + 1) · (1− H(Lp)

log (|χ|) )

|P (w)|
(10)

which are modified by multiplying (2) and (3) by the un-
certainty of patterns, respectively. The experiments and
results using (9) and (10) are shown in Section 2.

2 Experiments

To compare the performance of GMR-bootstrapping to
other weakly supervised methods, we designed several ex-
periments, and evaluated on two corpora. The one is
the MUC-4 corpus[19], which contains 1 700 texts (includes
both test and training parts) in terrorism domain. All
the words in the corpus are divided into nine seman-
tic categories[3]: BUILDING, EVENT, HUMAN, LOCA-
TION, ORGANIZATION, TIME, VEHICLE, WEAPON
and OTHER. A few semantic lexicon learners have been
evaluated on this corpus[2, 3, 12, 21]. Basilisk achieved the
best results. We implemented the Basilisk algorithm to
compare it with GMR-bootstrapping. The other is Chi-
nese review corpus about vehicle (CRCV), collected by
us. CRCV contains about 500 000 articles in around 500
automobile domain forums. All the articles are reviews
about vehicle. GMR-bootstrapping and Basilisk were used
to learn MANUFACTURE and PARTS categories in this
corpus. An open domain Chinese corpus, which contains
about 1 000 000 news articles, was also used to evaluate the
stability of GMR-bootstrapping and Basilisk.
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2.1 Results in MUC4 corpus

Fig. 1 shows the results provided by GMR-bootstrapping
and by repeated Basilisk(R-Basilisk) with SP. For each cat-
egory, the top 10 most frequent nouns that belong to the
category were extracted as seed words in the same way in
[3]. We carried out the experiment with different patterns
for 200 iterations, so 1 000 words are extracted. The X axis
shows the number of words extracted. The Y axis shows the
number of correct words. The results show that the perfor-
mance of GMR-bootstrapping is better than R-Basilisk′s in
all categories. The results also show that the R-Basilisk′s
performance is similar to the Basilisks′ results reported in
[3] in all categories.

The next experiment aimed to test the R-Basilisk
and our algorithm′s stability with different seeds′ quality.
When different seeds were used, the number of correct ex-
tractions would be changed. We randomly selected 20 seed
lists (each compared list contains 10 seed words) for each
category and compared the results with R-basilisk. We
ran both approaches with 200 iterations with all seed list.
Fig. 2(see next page) shows the results. The X axis shows
the six categories. The Y axis shows the average number of

correct extractions. The left column (R-Basilisk average)
in each category represents the results of R-basilisk, while
the right one (GMR average) is the GMR-bootstrapping′s
results. Two lines represent the best results in each cat-
egory of R-Basilisk and GMR-bootstrapping, respectively.
The seed words which are used in R-Basilisk best and GMR
best are extracted according to the seeds′ frequency in the
MUC4 Corpus. The top 10 frequent words were used as
seeds for each category. The results show that the average
score of GMR-bootstrapping outperforms R-Basilisk in all
the categories. The relative improvement is more than 100
in BUILDING, EVENT, and WEAPON categories. In LO-
CATION and TIME categories, the improvement is around
70%. This indicates that GMR-bootstrapping is more re-
liable than R-Basilisk. Fig. 2 shows that the best result of
GMR-bootstrapping is better than R-Basilisk′s in all the
categories.

Then, we evaluated GMR-M-bootstrapping to learn
multiple semantic categories simultaneously. The de-
tailed results are shown in [20]. Experiments show that
GMR-M-bootstrapping′s results are better than GMR-
bootstrapping′s in all the categories. Those results indicate

Fig. 1 GMR-bootstrapping vs. Repeated Basilisk (R-Basilisk)
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Fig. 2 GMR-bootstrapping and R-Basilisk′s best result and
the average number of correct extractions.

that our method can improve the results. Pattern′s uncer-
tainty can also benefit the final results.

2.2 Results in CRCV corpus

We also compared the results of GMR-bootstrapping
with R-Basilisk in CRCV Corpus (detailed in the beginning
of the Section 2. We ran both of approaches with 200 iter-
ations to learn MANUFACTURE and PARTS categories.
A total of 10 seed words were used for each category. The
results in Table 1 show that GMR-M-bootstrapping′s per-
formance is better than GMR-bootstrapping′s and GMR-
bootstrapping′s performance is better than R-basilisk′s in
both categories. The trend is the same as the results in
MUC-4 corpus.

Table 1 GMR-bootstrapping vs. Basilisk in Chinese
CRCV corpus

Total
Category

words
GMR GMR-M R-Basilisk

100 47 61 44

MANUFACTURE 200 67 82 61

944 107 120 92

100 59 72 49

PARTS 200 110 126 59

1000 282 289 192

In order to evaluate the corpus′s impact, we randomly
selected 10 %, 20%, 40 %, and 80% of reviews from CRCV
corpus. The results are shown in Table 2. Following the
previous experimental setting, 10 seed words were given
for learning MANUFACTURE categories. We observed
that the corpus′s size could have an influence on the re-
sults in Table 2. However, GMR-Bootstrapping achieved
an exciting result with only 10 % of data. We also carried
out another experiment to evaluate the impact of corpus′s
quality. The last two rows in Table. 2 shows the results.
10%∗′s result was obtained from the selected 10 % CRCV
reviews combined with 450 000 articles in other domains.
The 10 %∗′s result is much worse than the 10%′s. The
20%∗′s result is similar to 10%∗′s. The results show that
the percentage of the in-domain data is an important as-
pect for our methods. To our knowledge, it is not a difficult
job to obtain the in-domain data from web.

Finally, we used the open domain Chinese corpus to eval-
uate the robustness of GMR-bootstrapping and Basilisk
under the low quality corpus. The results are shown in
Table 3. One can observe that GMR-bootstrapping′s per-

formance is better than R-Basilisk′s in both categories.
However, the performance is much worse than the results
obtained under in-domain data. It is also proved that the
quality of the corpus is an important aspect for both GMR-
bootstrapping and Basilisk methods.

Table 2 GMR-bootstrapping in different sizes of Chinese
CRCV corpus

Category Percentage GMR

10% 43

20% 56
MANUFACTURE

40% 72

80% 96

100% 107

10%∗ 6
MANUFACTURE

20%∗ 9

Table 3 GMR-bootstrapping vs. Basilisk in Chinese Open
Domain Corpus

Total
Category

words
GMR R-Basilisk

100 17 9
IT Co. Name

200 22 12

100 7 1
Fast Food Name

200 12 1

3 Related work

Several weakly supervised classifier algorithms have been
proposed to learn semantic lexicons with a small set of la-
beled data and a large number of unlabeled data, such as
Co-training and Bootstrapping. The Co-training[1] alter-
nately learns using two orthogonal views of data in order
to use unlabeled data. This enables bootstrapping from a
small set of labeled training data via a large set of unlabeled
data. The KnowItAll[15] used a set of domain-independent
extraction patterns to generate candidate facts. The can-
didate facts were evaluated by point-wise mutual informa-
tion statistics. Snowball[6] used standard bootstrapping
structure and introduced novel techniques for evaluating
the quality of the patterns and tuples generated at each
step of the extraction process. Hassan[16] presented an un-
supervised method, which depends on redundancy in large
data sets and graph-based mutual reinforcement to acquire
extraction patterns.

The algorithm most closely related to our method is
Basilisk[3], which is also a bootstrapping algorithm. While
meta-bootstrapping trusts individual extraction patterns
to make unilateral decisions. Basilisk gathers collective ev-
idence from a large set of extraction patterns. We also
used the same idea and structure, while there are some dif-
ferences between GMR-bootstrapping and Basilisk. First,
our method incorporates GMR to weight candidate words
and extraction patterns. Second, we enhance the GMR-
bootstrapping with pattern′s uncertainty to learn multiple
categories simultaneously.

4 Conclusion and future work

In this paper, we present an approach to learn semantic
lexicons using a new bootstrapping method, which is based
on GMR. By changing the candidate words and patterns
scoring functions, we incorporate GMR to weight the cor-
rectness of candidate words and extraction patterns. We
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also enhance the GMR-bootstrapping to learn multiple cat-
egories simultaneously by adding patterns′ uncertainty into
scoring functions. Another contribution of this work is that
we present the impact of seed words′ quality on Basilisk
and our method. Experimental results show that GMR-
bootstrapping′s results are better than the previous best
algorithm′s results in both of MUC4 and Chinese corpus.
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