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Abstract This paper proposes a sensor fault diagnosis method for a class of discrete-time linear time-varying (LTV) systems. In this paper, the considered system is firstly formulated as a descriptor system representation by considering the sensor faults as auxiliary state variables. Based on the descriptor system model, a fault estimation filter which can simultaneously estimate the state and the sensor fault magnitudes is designed via a minimum-variance principle. Then, a fault diagnosis scheme is presented by using a bank of the proposed fault estimation filters. The novelty of this paper lies in developing a sensor fault diagnosis method for discrete LTV systems without any assumption on the dynamic of fault. Another advantage of the proposed method is its ability to detect, isolate and estimate sensor faults in the presence of process noise and measurement noise. Simulation results are given to illustrate the effectiveness of the proposed method.
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With the growing complexity of modern engineering systems and ever increasing demand for safety and reliability, fault diagnosis techniques have received considerable attention during the past decades. Fruitful results can be found in several excellent monographs[1–3], survey papers[4–5] and the references therein. In the literature, model-based fault detection and isolation (FDI) approaches have been most widely considered. The fundamental idea behind FDI is to generate an alarm when the fault occurs, and then to determine the location of the fault. However, the fault magnitude cannot be provided by the FDI methods. Parallel to FDI, the fault estimation methods for dynamic systems have also been investigated by a number of scholars. Reference [6] proposed an actuator fault estimation method based on an adaptive observer. Adaptive observer-based fault estimation methods for nonlinear systems were studied in [7–8]. In [9], online learning methodology was used to deal with the fault estimation problem for nonlinear dynamic systems. Most recently, proportional-integral observer has been used to achieve fault estimation in descriptor systems[10–11]. However, these aforementioned methods are only studied for the fault estimation of continuous-time systems. On the contrary, little attention has been paid to fault estimation in discrete-time systems.

Reference[12] considered fault estimation of actuator faults for linear multi-input-multi-output systems. In [13], a fault estimation method based on proportional integral observer was proposed for a class of discrete-time nonlinear systems. However, these methods mainly focus on time-invariant systems with actuator faults. In [14], the authors proposed a fault diagnosis method for discrete-time descriptor linear parameter-varying systems. However, the method in [14] requires the fault to be constant or slow varying, which is a restrictive condition. Reference[15] proposed an H∞ fault estimation method for linear time-varying (LTV) systems based on the Krein space approach. However, the control input is not considered there.

Recently, [16–17] have proposed a descriptor system approach to deal with the sensor fault estimation problem. The basic idea behind this method is to construct an augmented descriptor system so that the simultaneous state and fault estimation problem is transformed into the state estimation of the augmented descriptor plant. This methodology provides a novel solution for sensor fault estimation. However, [16–17] only studied sensor fault estimation for continuous-time systems. Moreover, process noise and measurement noise were not considered in these works. In contrast to continuous-time systems, there are few results on sensor fault estimation for discrete-time systems in the literature. Most recently, the authors in [18] have proposed a descriptor system approach to deal with the sensor fault estimation problem for discrete-time linear parameter-varying (LPV) systems. The method in [18] assumes that the dynamic of fault can be described by a known model, which is difficult to be determined previously. This assumption restricts the application scope of the method. Moreover, if the fault dynamic model is not properly chosen, it will lead to undesirable fault diagnosis results. In [19], a sensor fault estimation method for discrete-time systems was proposed by using descriptor Kalman filter. However, [19] only concerns the linear time-invariant (LTI) systems. To the best of our knowledge, sensor fault estimation for discrete-time LTV systems has not been fully investigated, which motivates the present work.

This paper proposes a sensor fault diagnosis approach for LTV systems. Firstly, a fault estimation filter which can simultaneously estimate the state and the sensor fault magnitudes is designed by using the descriptor system technique. Then, a fault diagnosis scheme is presented by using a bank of the proposed fault estimation filters. The main contribution lies in two aspects. First, the new fault diagnosis method is able to detect, isolate and estimate sensor faults in discrete LTV systems. Compared with the existing result in [19], the proposed method is applicable to LTV systems, which are more challenge to deal with than LTI systems. In comparison with the method in [18], the proposed approach does not make any assumption on the dynamic of fault. As a result, the latter has a broader application scope and can be used to deal with time-varying faults. Moreover, both process noise and measurement noise are considered in this paper, which makes the presented approach practical for real systems.

1 Problem formulation

Consider the following discrete-time LTV system

\[
\begin{align*}
&x_{k+1} = A_k x_k + B_k u_k + D_k w_k \\
y_k = C_k x_k + F_k f_k + v_k
\end{align*}
\]

where \(x_k \in \mathbb{R}^n\), \(u_k \in \mathbb{R}^p\), \(y_k \in \mathbb{R}^r\), \(w_k \in \mathbb{R}^q\) and \(v_k \in \mathbb{R}^r\) are the state, control input, output, process
noise, and measurement noise vectors, respectively. \(A_k, B_k, C_k\) and \(D_k\) are known matrices of appropriate dimensions. It is assumed that \(u_k\) and \(v_k\) are uncorrelated white noises with covariance matrices \(Q = E[u_k u_k^T] \geq 0\) and \(R = E[v_k v_k^T] > 0\), respectively. The initial state \(x_0\) is mean \(x_0\) and covariance \(P_0\) and is independent of \(u_k\) and \(v_k\). \(F_k \in \mathbb{R}^{n \times q}\) represents the sensor fault distribution matrix, and the unknown signal \(f_k \in \mathbb{R}^q\) denotes the effect of the sensor faults. Without loss of generality, it is assumed that matrix \(F_k\) satisfies

\[
\text{rank}(F_k) = q, \; q < m
\]  

which implies that the number of faults is less than that of measurements. This assumption is reasonable since the probability for faults to occur at all sensors is very small in practice. It should be noted that the fault distribution matrix \(F_k\) is unknown since different fault modes may occur. Therefore, it is reasonable to assume that \(F_k\) belongs to a given set, i.e.,

\[
F_k \in \mathcal{F}_k := \{ F_k^1, F_k^2, \ldots, F_k^M \}
\]  

where \(M\) is the number of possible fault modes.

The main purpose of this paper is to determine the current fault mode \(F_k\) and obtain the estimate for the fault magnitude \(f_k\). To this end, this paper proposes a filter synthesis approach to achieve fault estimation for a specific fault mode, and then presents a fault diagnosis scheme based on a bank of dedicated filters.

\section{Fault estimation filter design}

In this section, a fault estimation filter is designed for a specific fault mode. In the following, the fault distribution matrix is denoted by \(F_k\). However, this representation is only used for the convenience of statement because the fault estimation filter synthesis is an essential basis for the fault diagnosis scheme which will be presented in the next section.

To estimate the sensor fault, an augmented state vector is defined as

\[
\tilde{x}_k = \begin{bmatrix} x_k \\ f_k \end{bmatrix}
\]  

Then, system (1) with sensor fault can be written as the following descriptor system

\[
\begin{align*}
E \tilde{x}_{k+1} &= \bar{A}_k \tilde{x}_k + \bar{B}_k u_k + \bar{D}_k w_k \\
y_k &= \bar{C}_k \tilde{x}_k + v_k
\end{align*}
\]  

where

\[
E = \begin{bmatrix} I_n & 0 \\ 0 & 0 \end{bmatrix}, \; \bar{A}_k = \begin{bmatrix} A_k & 0 \\ 0 & 0 \end{bmatrix}, \; \bar{B}_k = \begin{bmatrix} B_k \\ 0 \end{bmatrix}, \; \bar{D}_k = \begin{bmatrix} D_k \\ 0 \end{bmatrix}, \; \bar{C}_k = \begin{bmatrix} C_k \\ F_k \end{bmatrix}
\]  

If a state estimator is designed for the descriptor system (5), then state \(\tilde{x}_k\) and sensor fault \(f_k\) in system (1) can be estimated simultaneously. In other words, by constructing the descriptor system (5), simultaneous state and fault estimation for system (1) is converted into a state estimation problem of the descriptor system (5).

Motivated by the observer proposed in [20], the following filter is constructed for the descriptor system (5)

\[
\tilde{x}_{k+1} = T_k \bar{A}_k \tilde{x}_k + T_k \bar{B}_k u_k + L_k (y_k - \bar{C}_k \tilde{x}_k) + N_k y_{k+1} - L_k y_{k+1}
\]  

where \(\tilde{x}_k \in \mathbb{R}^{n+q}\) denotes the estimation of the descriptor state \(\tilde{x}_k\), \(T_k \in \mathbb{R}^{(n+q) \times (n+q)}\), \(N_k \in \mathbb{R}^{(n+q) \times m}\) and \(L_k \in \mathbb{R}^{(n+q) \times m}\) are matrices to be designed.

In filter (7), matrices \(T_k\) and \(N_k\) are designed to satisfy the following equation

\[
T_k E + N_k \bar{C}_{k+1} = I_{n+q}
\]  

To proceed, we introduce the following lemma which will be used in the sequel.

\textbf{Lemma 1.} For given matrices \(B\) and \(Y\), there exists a matrix \(X\) such that \(AXB = Y\) if and only if

\[
\text{rank} \begin{bmatrix} E \\ Y \end{bmatrix} = \text{rank} \begin{bmatrix} Y \end{bmatrix}
\]  

Moreover, a general solution to \(AXB = Y\) is given by

\[
X = YB^\dagger + S (I - BB^\dagger)
\]  

where \(B^\dagger\) denotes the pseudo-inverse of \(B\), and \(S\) is an arbitrary matrix.

\textbf{Proof.} Lemma 1 is a straightforward result of the Theorem of Penrose[21].

Since \(\text{rank}(F_k) = q\), it is easy to show that

\[
\text{rank} \begin{bmatrix} E \\ \bar{C}_{k+1} \end{bmatrix} = n + q
\]  

According to Lemma 1, there exists a matrix \([T_k \; N_k]\) satisfying

\[
\begin{bmatrix} T_k & N_k \end{bmatrix} \begin{bmatrix} E \\ \bar{C}_{k+1} \end{bmatrix} = I_{n+q}
\]  

i.e., there exists two matrices \(T_k\) and \(N_k\) such that (8) holds.

By using Lemma 1, matrices \(T_k\) and \(N_k\) can be determined by

\[
T_k = \Theta^\dagger \alpha_1 + S (I_{n+q+m} - \Theta \Theta^\dagger) \alpha_1
\]

\[
N_k = \Theta^\dagger \alpha_2 + S (I_{n+q+m} - \Theta \Theta^\dagger) \alpha_2
\]

where \(S \in \mathbb{R}^{(n+q) \times (n+q+m)}\) is an arbitrary matrix providing degrees of freedom, matrices \(\Theta \in \mathbb{R}^{(n+q+m) \times (n+q)}\), \(\alpha_1 \in \mathbb{R}^{(n+q+m) \times (n+q)}\) and \(\alpha_2 \in \mathbb{R}^{(n+q+m) \times m}\) are given by

\[
\Theta = \begin{bmatrix} E \\ \bar{C}_{k+1} \end{bmatrix}, \; \alpha_1 = \begin{bmatrix} \bar{I}_{n+q} \\ 0 \end{bmatrix}, \; \alpha_2 = \begin{bmatrix} 0 \\ I_m \end{bmatrix}
\]

For the convenience of statement, the estimation error is denoted as

\[
e_k = \tilde{x}_k - \hat{x}_k
\]  

and the error covariance matrix \(P_k\) is defined as

\[
P_k = E \begin{bmatrix} e_k e_k^T \end{bmatrix}
\]  

Now, the following theorem is proposed to design matrix \(L_k\) in filter (7) by minimizing the trace of the estimation error covariance matrix \(P_{k+1} = E \begin{bmatrix} e_{k+1} e_{k+1}^T \end{bmatrix}\).

\textbf{Theorem 1.} The gain matrix \(L_k\) given by

\[
L_k = T_k \bar{A}_k \bar{P}_k \bar{C}_k^T \bar{C}_k \bar{P}_k \bar{C}_k^T + R
\]
minimizes the trace of $P_{k+1}$. Moreover, the estimation error covariance matrix $P_k$ can be updated by

$$P_{k+1} = T_k \hat{A}_k P_k (T_k \hat{A}_k)^T - L_k \hat{C}_k P_k (T_k \hat{A}_k)^T + T_k \hat{D}_k Q \hat{D}_k^T T_k^T + N_k R N_k^T$$

(19)

**Proof.** Using (5) and (7), the error dynamic equation is obtained as follows

$$e_{k+1} = (T_k E + N_k \hat{C}_{k+1}) e_k + L_k v_k - N_k v_{k+1}$$

(20)

From (20), it is easy to derive that

$$P_{k+1} = E \left[ e_{k+1} e_{k+1}^T \right] = (T_k \hat{A}_k - L_k \hat{C}_k) P_k (T_k \hat{A}_k - L_k \hat{C}_k)^T + T_k \hat{D}_k Q \hat{D}_k^T T_k^T + L_k R L_k^T + N_k R N_k^T - T_k \hat{A}_k P_k (T_k \hat{A}_k)^T + T_k \hat{D}_k Q \hat{D}_k^T T_k^T + N_k R N_k^T - L_k \hat{C}_k P_k (T_k \hat{A}_k)^T - T_k \hat{A}_k P_k \hat{C}_k^T L_k^T + L_k \left( \hat{C}_k P_k \hat{C}_k^T + R \right) L_k^T$$

(21)

Since $R$ is a positive definite matrix, $\hat{C}_k P_k \hat{C}_k^T + R$ is also positive definite. Consequently, there exists a nonsingular matrix $G_k \in \mathbb{R}^{n \times n}$ satisfying

$$G_k \hat{C}_k^T = \hat{C}_k P_k \hat{C}_k^T + R$$

(22)

Substituting (22) into (21) yields

$$P_{k+1} = T_k \hat{A}_k P_k (T_k \hat{A}_k)^T + T_k \hat{D}_k Q \hat{D}_k^T T_k^T + N_k R N_k^T - L_k \hat{C}_k P_k (T_k \hat{A}_k)^T - T_k \hat{A}_k P_k \hat{C}_k^T L_k^T + L_k G_k G_k^T L_k^T$$

(23)

Letting

$$H_k = T_k \hat{C}_k P_k \hat{C}_k^T (G_k)^{-1}$$

(24)

and substituting (24) into (23) yields

$$P_{k+1} = T_k \hat{A}_k P_k (T_k \hat{A}_k)^T + T_k \hat{D}_k Q \hat{D}_k^T T_k^T + N_k R N_k^T - L_k G_k P_k H_k^T - H_k G_k^T L_k^T + L_k G_k G_k^T L_k^T = T_k \hat{A}_k P_k (T_k \hat{A}_k)^T + T_k \hat{D}_k Q \hat{D}_k^T T_k^T + N_k R N_k^T - L_k G_k P_k H_k^T - H_k G_k^T L_k^T + L_k G_k G_k^T L_k^T + H_k H_k^T - H_k H_k^T = T_k \hat{A}_k P_k (T_k \hat{A}_k)^T + T_k \hat{D}_k Q \hat{D}_k^T T_k^T + N_k R N_k^T (L_k G_k - H_k) \times (L_k G_k - H_k)^T - H_k H_k^T$$

(25)

From (25), it is obvious that the trace of $P_{k+1}$ is minimized by letting

$$L_k G_k - H_k = 0$$

(26)

Post-multiplying (26) by $G_k^T$ leads to

$$L_k \left( \hat{C}_k P_k \hat{C}_k^T + R \right) - T_k \hat{A}_k P_k \hat{C}_k^T = 0$$

(27)

Solving (27) gives (18).

On the other hand, substituting (26) into (25) gives

$$P_{k+1} = T_k \hat{A}_k P_k (T_k \hat{A}_k)^T + T_k \hat{D}_k Q \hat{D}_k^T T_k^T + N_k R N_k^T$$

(28)

Using (24) and (22), it can be derived that

$$P_{k+1} = T_k \hat{A}_k P_k (T_k \hat{A}_k)^T + T_k \hat{D}_k Q \hat{D}_k^T T_k^T + N_k R N_k^T - T_k \hat{A}_k P_k (T_k \hat{A}_k)^T + T_k \hat{D}_k Q \hat{D}_k^T T_k^T + N_k R N_k^T - T_k \hat{A}_k P_k \hat{C}_k^T \left( \hat{C}_k P_k \hat{C}_k^T + R \right)^{-1} \hat{C}_k P_k (T_k \hat{A}_k)^T$$

(29)

Substituting (18) into (29), we obtain (19). □

**Remark 1.** Although the descriptor system approach has been used to deal with the sensor fault estimation problem, most of the existing results focus on continuous-time systems\[16-17]. Compared to the existing works, the main contribution of this paper consists in two folds. First, a new sensor fault estimation method for discrete-time LTV systems is proposed. Second, a minimum-variance filter is designed to optimize the fault estimation performance in the presence of process noise and measurement noise.

### 3 Fault diagnosis scheme

In Section 2, a filter was designed to estimate the sensor faults associated with fault distribution matrix $F_k$. However, a different fault mode leads to a different fault distribution matrix $P_k$. Therefore, it is also desirable to find out which sensors are faulty when faults occur. In this section, we present a fault diagnosis strategy which is similar to the well-known dedicated observer scheme (DOS). Fig. 1 illustrates the basic structure of the proposed fault diagnosis scheme.

[Fig. 1 Basic structure of the fault diagnosis scheme]

The detail principle of the proposed fault diagnosis scheme is stated in the following.

Since there are $M$ possible fault modes, all possible faulty models are given as follows

$$\begin{cases} x_{k+1} = A_k x_k + B_k u_k + D_k w_k, i = 1, \cdots, M \\ y_k = C_k x_k + F_k f_k + v_k \end{cases}$$

(30)
Then, the faulty models (30) can be formulated as the following descriptor representation
\[
\begin{align*}
E \bar{x}_{k+1} &= \bar{A}_k \bar{x}_k + \bar{B}_k w_k + \bar{D}_k u_k \\
y_k &= \bar{C}_k \bar{x}_k + v_k
\end{align*}
\tag{31}
\]
where
\[
E = \begin{bmatrix} I_n & 0 \\ 0 & 0 \end{bmatrix}, \quad \bar{A}_k = \begin{bmatrix} A_k & 0 \\ 0 & 0 \end{bmatrix}, \quad B_k = \begin{bmatrix} B_k \\ 0 \end{bmatrix}
\tag{32}
\]
\[
\bar{D}_k = \begin{bmatrix} D_k \\ 0 \end{bmatrix}, \quad \bar{C}_k = \begin{bmatrix} C_k & F_k \end{bmatrix}
\]

Then, a bank of sensor fault estimation filters are constructed as follows
\[
\begin{align*}
\hat{x}_{k+1}^i &= T_k \hat{x}_{k}^i + T_k \hat{B}_k u_k + L_k (y_k - \hat{C}_k \hat{x}_k^i) + N_k y_{k+1} \\
r_k^i &= y_k - \hat{C}_k \hat{x}_k^i
\end{align*}
\tag{33}
\]
where \(\hat{x}_k^i\) denotes the augmented state estimation of the \(i\)th filter, and \(r_k^i\) denotes the residual vector of the \(i\)th filter. Matrices \(T_k, N_k\), and \(L_k\) are designed according to the filter design method proposed in Section 2.

Similar to the methodology in [18], the residual \(r_k^i\) can be considered as a quality indicator of the \(i\)th sensor fault estimation filter. In other words, \(r_k^i\) will be close to zero if the \(i\)th faulty model is accurate. Otherwise, \(r_k^i\) will deviate from zero. Given a proper threshold \(\epsilon\), we present the following fault detection scheme.

**Fault detection scheme.** If all \(\|r_k^i\| \leq \epsilon, \ i = 1, \ldots, M\), then there is no fault. Otherwise, if any \(\|r_k^i\| > \epsilon, \ i = 1, \ldots, M\), a fault is detected.

As mentioned before, if the \(i\)th faulty model is accurate, then \(r_k^i\) will be close to zero while \(r_k^j\), \(j \neq i\) will deviate from zero. Therefore, the residual corresponding to the actual faulty model exhibits the minimum norm. Based on this observation, the following fault isolation scheme is proposed.

**Fault isolation scheme.** The fault mode is estimated by
\[
\hat{F}_k = F_k^{i^*}
\tag{34}
\]
where \(i^*\) is the fault mode index corresponding to the residual with minimum norm, i.e.,
\[
i^* = \arg\min_{i=1, \ldots, M} \{\|r_k^i\|\}
\tag{35}
\]

Once the fault mode is estimated, the fault magnitude \(f_k\) can be estimated as follows
\[
\hat{f}_k = [0 \ I_n] \hat{z}_k^{i^*}
\tag{36}
\]

It is concluded that the sensor fault can be detected and isolated by the proposed fault diagnosis strategy and then be estimated by (36).

4 Simulations

In this section, a numerical example is used to illustrate the effectiveness of the proposed method.

**Example.** Consider the discrete-time system in the form of (1) with the following parameters
\[
A_k = \begin{bmatrix} 0.2e^{-k/100} \sin(k) \\ 0 \ 0.5 \end{bmatrix}, \quad B_k = \begin{bmatrix} 1.3 \\ 0.5 \end{bmatrix}
\tag{37}
\]
and the fault distribution matrix \(F_k\) belongs to the following set, namely,
\[
F_k \in F_k := \{F_k^1, F_k^2\}
\tag{38}
\]
where
\[
F_k^1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad F_k^2 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\tag{39}
\]

In the simulation, the control input is \(u_k = 2\sin(0.05k)\), the initial state is \(x_0 = [0.4 \quad -0.7 \quad 0.2]^T\), and the covariance matrices of the process noise and measurement noise sequences are \(Q = 0.05^2 I_3\), \(R = 0.05^2 I_2\), respectively.

In this situation, matrices \(E, \bar{A}_k, \bar{B}_k, \bar{D}_k, \bar{C}_k, \) and \(C_k^2\) are determined by (32). A solution to equation (8) is obtained by simply choosing matrix \(S\) in (13) and (14) as
\[
S = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}
\]

Then, by using (13), (14), (18) and (19), the gain matrices \(T_k^1, T_k^2, N_k^1, N_k^2, L_k^1, L_k^2\) and the variance matrices \(F_k^1, F_k^2\) can be recursively determined.

To illustrate the performance of the proposed method, the following sensor fault is considered
\[
F_k = F_k^2, \quad f_k = \begin{cases} 0, & k < 50 \\ 1.2, & k \geq 50 \end{cases}
\tag{40}
\]

In this case, \(\|r_k^1\|\) and \(\|r_k^2\|\) are depicted in Fig. 2. It is shown in Fig. 2 that \(\|r_k^2\|\) exceeds the threshold. As a sequence, a sensor fault is detected. It should also be noticed that \(\|r_k^2\|\) is close to zero despite the occurrence of the fault. In other words, \(\|r_k^2\|\) is insensitive to this fault. Therefore, it can be concluded that the fault mode is \(F_k^2\), i.e., the second sensor is faulty.

![Fig. 2 The residuals of sensor fault estimation filters in an abrupt fault scenario](image-url)
Note that the fault mode is $F_2^k$; then the fault estimation provided by the 2nd filter is accurate. The fault estimation result is depicted in Fig. 3, where the actual fault is illustrated by dashed lines and the estimation is represented by solid lines. From Fig. 3, it can be seen that the abrupt fault can be accurately estimated by the proposed fault estimation filter.

Moreover, Fig. 5 also illustrates that the proposed fault estimation filter exhibits satisfactory performance in estimating time-varying fault.

**Remark 2.** It is noted that the fault estimate previous to the 50th sample is zero. The reason is that the fault estimate should be set as zero until a fault occurrence is detected.

In order to demonstrate the ability of the proposed method in dealing with time-varying faults, the following fault is simulated

$$F_k = F^1_k, \quad f_k = \begin{cases} 0, & k < 30 \\ \sin(0.2k - 6), & k \geq 30 \end{cases} \quad (41)$$

In this situation, $||r^1_k||$ and $||r^2_k||$ are depicted in Fig. 4. It is seen that $||r^1_k||$ is close to zero but $||r^2_k||$ exceeds the threshold. This implies that the first sensor is faulty. In addition, the fault estimation result is depicted in Fig. 5. From Fig. 5, it can be seen that the fault estimation starts from the 32nd sample, which is the fault detection time. This means that the fault detection time-delay is only 2 samples, even if there is a time-varying fault occurred.

**Fig. 3** The fault estimation results in an abrupt fault scenario

**Fig. 4** The residuals of sensor fault estimation filters in a time-varying fault scenario

**5 Conclusion**

This paper proposes a novel sensor fault diagnosis approach for discrete-time LTV systems using descriptor system technique. The main advantage of the presented method lies in its ability to detect, isolate and estimate sensor faults in the presence of process noise and measurement noise. Simulation results have shown the effectiveness of the proposed method.

In addition, it should be mentioned that the descriptor system approach merits further research. One of the possible future directions is to extend the results developed in this paper to networked control systems\cite{22-23} or systems with stochastic hybrid dynamics\cite{24-26}.
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