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Sampled-data Consensus of Multi-agent Systems with

General Linear Dynamics Based on a

Continuous-time Model
ZHANG Xie-Yan1 ZHANG Jing1

Abstract This paper discusses the sampled-data consensus problem of multi-agent systems with general linear dynamics and time-
varying sampling intervals. To investigate the allowable upper bound of sampling intervals, we employ the property of discretization
of sampled-data to identify the upper bound on the variable sampling intervals via a continuous-time model. Without considering
the states in the sampling intervals, the decrease of Lyapunov function is guaranteed only at each sampling time. Consequently, it
results in a more robust sampling interval which is obtained by verifying the feasibility of LMIs. Subsequently, provided a limited
matrix variable, the control gain matrix K is solved by the LMI approach. Numerical simulations are provided to demonstrate the
effectiveness of theoretical results.
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Distributed coordination of multi-agent systems has at-
tracted considerable attentions recently due to their exten-
sive applications[1−2]. It is well known that consensus is a
fundamental problem in distributed coordination of multi-
agent systems and most of the work on consensus problems
is based on ideal communication networks. As multi-agent
systems are representative networked control systems, the
communication networks cannot be considered ideally any
more in reality[3−5], by which the information used to co-
ordinate the collective behaviors among agents is transmit-
ted. Owing to underlying communication imperfections
and constraints, the effects of sampling, time delay, and
quantization on consensus should be taken into account.

The sampled-data is the intrinsic property in digital con-
trols which normally assume periodic samplings. However
the case in the networked control is significantly different.
Highly variable network conditions make the systems ex-
perience the network access delays and the transmission
delays, which require system stability under time-varying
sampling intervals as well. The main focus of our work is
the sampled-data consensus problem. Due to the unreli-
ability of communication channels, a more practical case
than the continuous information transmission should be
considered, that is agents may only be able to exchange
information periodically but not continuously. Therefore
the intermittent information transmission can be handled
by the sampled-data formulation. Not merely to the case
of intermittent information transmission, the sampled-data
control in the coordination of multi-agents has been fol-
lowed with interests in many practical situations, such as
the limited data sensing, the networked transmission and
so on.

Many significant results of the distributed coordination
of multi-agent systems based on the sampled-data setting
have been brought out lately. Reference [6] proposed a
sampled-data algorithm to deal with intermittent infor-
mation exchanges for double-integrator dynamics through
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average-like Lyapunov functions. Subsequently, Xie et
al.[7−12] investigated the sampled-data consensus problems
of first-order and second-order dynamics multi-agent sys-
tems under fixed and switching topologies, respectively.
These results mainly ensured the consensus of the systems
under the periodic samplings including the upper bounds of
sampling period, some ranges of sampling period with gain
coefficients and some necessary topology conditions. When
the sampling interval is time varying, the aperiodic sam-
pling in consensus problems has been considered in [13−17].
Reference [13] proposed a protocol based on the sampled-
data control with time-varying sampling intervals and de-
rived some conditions for consensus in the fixed topology
case and the switching topology case, respectively. Refer-
ence [14] discussed the synchronous and asynchronous con-
sensus problems via variable sampling intervals with time
delays. Reference [15] dealt with the sampled-data con-
sensus problem under the undirected fixed topology case,
which gave the approach of how to choose the time-varying
sampling interval. A novel protocol being applicable to
the case with large sampling periods was proposed in [16].
This protocol was insensitive to the length of sampling pe-
riods because a closed-loop control system was guaranteed
for the dynamics of each agent between any two sampling
instants. Furthermore, sampled-data consensus problems
with intrinsic nonlinear dynamics were discussed in [17].

Various approaches can be used for the sampled-data
control with different formulations. For the sampled-data
consensus problems, most of the existing results were ob-
tained by the discrete-time approach[6−16, 18−20] as well as
the input delay approach[14, 17, 21]. Comparing these two
approaches, both of them have respective limitations in
fact. We can notice that the exponential uncertainties of
general linear discrete-time models, which are brought in
by time-varying sampling intervals, are difficult to tackle
and it is not easy to analyze the system when the time
delays are larger than sampling intervals based on the dis-
cretization method. Likewise the conservative results are
produced without considering the characteristics of time-
varying delays modeled by the input delay approach. In
addition, impulsive consensus algorithms were investigated
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in [22−23].
All the aforementioned literature focusing on sampled-

data consensus of single and double integrator with time-
varying sampling intervals, the objective of the present pa-
per is to discuss the sampled-data consensus problem based
on a continuous-time model, which exploits the property of
discretization of sampled-data in the process of continuous-
time evolution. The relationship between the discrete-time
approach and the continuous-time approach is well elabo-
rated by [24]. Different from the continuous-time approach
modeled by an input delay, this paper is concerned with the
sequence of samplings in the continuous-time model but not
the states in the interval of any successive samplings. By
this means, the obtained stability condition is looser than
the case paying attention to the whole process of each sam-
pling interval. It is shown that a less conservative condition
is achieved compared with the existing results in [14, 17].

The remainder of this paper is organized as follows. Sec-
tion 1 formulates the problem. The main results are stated
in Section 2. Section 3 gives the simulation to validate the
theoretical results. Conclusions are given in Section 4.

Notations. The sets R+,R∗,Rm×n,Sn denote the
nonnegative scalars, ∗-dimensional vectors, m×n matrices,
and symmetric matrices of Rn×n throughout the paper, re-
spectively. K is defined as the set of differentiable functions
from an interval of [0, T ] to Rn, where T ∈ R+. The nota-
tion ‖ · ‖ denotes the Euclidean norm, the superscript ‘T’
stands for matrix transposition, and P > 0 means that P
is symmetric and positive definite for all P ∈ Sn. For any
matrix A ∈ Rn×n, the notation He{A} refers to A + AT.
The symbols I∗ and 0∗ represent the identity and the zero
matrices of ∗-dimensions.

1 Problem formulation

This paper addresses the sampled-data consensus prob-
lems where the sampling interval is time-varying, and the
dynamics of the i-th agent is described by the general linear
time-invariant differential equation

ẋi(t) = Axi(t) + Bui(t), i = 1, · · · , N, t ≥ t0 (1)

where xi ∈ Rn is the state vector, ui ∈ Rm is the input vec-
tor. A and B are real constant matrices with appropriate
dimensions and the following assumption holds:

Assumption 1. (A, B) is stabilizable and not all the
eigenvalues of the state matrix A are in the open left half
plane.

We use a directed graph G = (V, E) to model the
network topology of multi-agent systems, where V =
{v1, v2, · · · , vN} is the node set, E ⊆ V ×V is the edge set.
An edge eij ∈ E in G denotes that there is a directed infor-
mation path from agent j to agent i. Adj = [aij ] ∈ RN×N

is the weighted adjacency matrix associated with G such
that aij > 0 if eij ⊆ V × V , and aij = 0 otherwise,
as well aii = 0 for all i = 1, · · · , N . The neighbor set
of the i-th agent is denoted by Ni(t) = {j|aij > 0, i 6=
j}, i ∈ V . L = [lij ] ∈ RN×N is Laplacian matrix, where

lij = −aij , lii =
∑N

j=1 aij , j 6= i.

We say that multi-agent systems (1) solve a con-
sensus problem asymptotically under given ui(t), i =
1, · · · , N if for any initial states and any i, j =
1, · · · , N, limt→∞ ‖xi(t) − xj(t)‖ = 0. When the informa-
tion transmissions among all agents are continuous, a gen-
eral consensus protocol of the i-th agent is of the following

form:

ui(t) = K
∑

j∈Ni(t)

aij(xj(t)− xi(t)), i = 1, · · · , N, t ≥ 0

(2)

where K is the feedback gain matrix.
This paper is interested in the sampled-data consen-

sus problem based on the suggested protocol (2), that is
the state information relative to its neighbors can only be
obtained by each agent at discontinuous time. It is as-
sumed that each agent can measure its states relative to
its neighbors by special sensors at discrete time and the
measurements are sent to its controller to form a con-
trol signal, which will be held by a zero-order-hold until
a new control signal is updated. Samplers in sensors are
clock-driven, whereas controllers and zero-order-holds are
event-driven. We assume that the sampling times of all
agents are synchronous so that they can be denoted by
s0, s1, · · · . The update time of agent i at time k is de-

fined as t
(i)
k . When we do not consider delays induced by

networks the update times of all agents are synchronous,

that is t
(1)
k = · · · = t

(N)
k , k = 0, 1, · · · . Due to the compu-

tation and communication constraints, sampling intervals
are subject to time variation and uncertainty. We assume
that

0 < Tk = tk+1 − tk ≤ Tmax, k = 0, 1, · · · (3)

where Tk is the time-varying sampling interval, Tmax de-
notes the maximum sampling interval. Based on the above
assumptions, the following control law is proposed

ui(t) = K
∑

j∈Ni

aij(xj(tk)− xi(tk)),

i = 1, · · · , N, t ∈ [tk, tk+1), k = 0, 1, · · · (4)

where K ∈ Rm×n is the control gain matrix to be designed.
The system (1) combined with (4) can be written as the

following compact form:

ẋ(t) = (IN ⊗A)x(t)− (L⊗ (BK))x(tk),

t ∈ [tk, tk+1), k = 0, 1, · · · (5)

where x(t) = [xT
1 (t), · · · , xT

N (t)]T. Our objective is to de-
rive sufficient conditions for asymptotical consensus of (5)
depending on K, T and the network topology.

2 Main results

In this section, we will provide some sufficient conditions
which solve the sampled-data consensus problem for system
(5) under the fixed directed topology.

2.1 Analysis of sampled-data consensus

The following assumption is made:
Assumption 2. The graph G is directed and contains

a spanning tree.
Let r = [r1, · · · , rN ]T ∈ RN be the left eigenvector of L

associated with the zero eigenvalue, satisfying rT1N = 1,
then introduce the following error variable:

δ(t) = x(t)− ((1NrT)⊗ In)x(t) (6)

which satisfies (rT ⊗ In)δ(t) = 0n.
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According to (6), the consensus problem of (5) is equiv-
alent to the asymptotic stability problem of the error dy-
namics (7).

δ̇(t) = (IN ⊗A)δ(t)− (L⊗ (BK))δ(tk),

t ∈ [tk, tk+1), k = 0, 1, · · · (7)

Let nonsingular matrix T ∈ RN×N , W ∈ RN×(N−1) and
∆ ∈ R(N−1)×(N−1) be such that

T =
[

1N W
]
, T−1LT = J =

[
0 0
0 ∆

]
(8)

where the diagonal entries of 4 are the nonzero eigenvalues
of L. With the state transformation ξ(t) = (T−1⊗ In)δ(t),
(7) can be represented as following:

ξ̇(t) = (IN ⊗A)ξ(t)− (J ⊗ (BK))ξ(tk),

t ∈ [tk, tk+1), k = 0, 1, · · · (9)

where ξ(t) = [ξ1, χ(t)]T, χ(t) = [ξT
2 , · · · , ξT

N ]T. As ξ1 =
(rT⊗In)δ(t) ≡ 0n, the error dynamics (9) is asymptotically
stable if and only if the following system is asymptotically
stable

χ̇(t) = (IN−1 ⊗A)χ(t)− (∆⊗ (BK))χ(tk),

t ∈ [tk, tk+1), k = 0, 1, · · · (10)

Note that the system (10) is piecewise continuous, or
rather, the problem of sampled-data systems possesses the
characteristics of discrete-time and continuous-time sys-
tems. Motivated by the relation between discrete-time and
continuous-time systems in sampled-data control which is
revealed by [24], we deal with the sampled-data consensus
problem based on the continuous-time model. Define the
function χk(τ) : K such that χk(τ) = χ(tk + τ) for all
τ ∈ [0, Tk] and any nonnegative integer k. Then the follow-
ing lemma is introduced, which plays an important role in
the proof of our main theorems.

Lemma 1[24]. Let 0 < T1 ≤ T2 be two positive scalars
and V : Rn → R+ be a differentiable function for which
there exist positive scalars µ1 < µ2 and p such that

µ1‖χ‖p ≤ V (χ) ≤ µ2‖χ‖p, ∀χ ∈ Rn (11)

If there exists a continuous and differentiable functional
V0 : [0, T2]×K → R which satisfies for all χk ∈ K

V0(Tk, χk) = V0(0, χk), ∀Tk ∈ [T1, T2] (12)

and such that, for all (k, Tk, τ) ∈ N× [T1, T2]× [0, Tk],

d

dτ
(V (χk(τ)) + V0(τ, χk)) < 0 (13)

then the system (10) is asymptotically stable.
Lemma 1 shows that the sampled-data system (10) is

asymptotically stable, however, the differentiation of the
positive definite function V (χ) on τ in (10) is not nec-
essarily negative definite all the time. That is, (12) and
(13) are equivalent to the discrete-time Lyapunov theorem,
where the states are just considered at the sampling times.
It means that the stability condition is less conservative
than the input delay approach based on the continuous-
time mode.

Theorem 1. Suppose that Assumptions 1 and 2 hold,
and A−λiBK is Hurwitz for all λi, where λi, i = 2, · · · , N
are the nonzero eigenvalues of L. If there exist P >

0, R > 0, Q1 ∈ S(N−1)n, Q2 ∈ R(N−1)n×(N−1)n, X ∈
R4(N−1)n×2(N−1)n that satisfy the following LMIs:

Ξ1 + XS1 + ST
1 XT < 0 (14)

Ξ2 + XS2 + ST
2 XT < 0 (15)

where

Ξ1 = He{MT
1 PM2 −MT

23(
1

2
Q1M23 + Q2M3)}+

TmaxHe{MT
1 (

1

2
RM1 + Q1M23 + Q2M3)}

Ξ2 = He{MT
1 PM2 −MT

23(
1

2
Q1M23 + Q2M3)}−

TmaxM
T
4 RM4

S1 =

[ −I(N−1)n C0 + C1 −C1 0(N−1)n

0(N−1)n I(N−1)n −I(N−1)n −0I(N−1)n

]

S2 =

[ −I(N−1)n C0 + C1 −C1 0(N−1)n

0(N−1)n I(N−1)n −I2(N−1) −TmaxI(N−1)n

]

with M1 = [I 0 0 0], M2 = [0 I 0 0], M3 = [0 0 I 0], M4 =
[0 0 0 I], M23 = M2−M3, C0 = IN−1⊗A−∆⊗(BK), C1 =
∆⊗ (BK).

Then the consensus problem of system (1) is solved by (4)
for any time-varying sampling interval Tk ∈ (0, Tmax], k =
0, 1, · · · , where Tmax is the allowable upper bound.

Proof. According to the definition of χk(τ), the system
(10) can be rewritten as

χ̇k(τ) = C0χk(τ) + C1(χk(τ)− χk(0))

τ ∈ [0, Tk], k = 0, 1, · · · (16)

Define a quadratic Lyapunov function V (χk) = χT
k Pχk

for all χk in (16), which obviously satisfies (11). A con-
tinuous and differentiable functional V0 satisfying (12) is
defined by

V0(τ, χk) = (Tk − τ)
{ ∫ τ

0

χ̇T
k (s)Rχ̇k(s)ds+

(χk(τ)− χk(0))T[Q1(χk(τ)− χk(0)) + Q2χk(0)]
}

(17)

Then the differentiation of V + V0 on τ along the solution
of (16) is given and bounded by − ∫ τ

0
χ̇T

k (s)Rχ̇k(s)ds ≤
−τυ(τ)TRυ(τ), where υ(τ) = 1

τ

∫ τ

0
χ̇k(s)ds, limτ→0 υ(τ) =

χ̇k(0).

d

dτ
(V (χk(τ)) + V0(τ, χk)) ≤ ηT

k (τ)Ξηk(τ)

Sηk(τ) = 0 (18)

where

Ξ = He

{
MT

1 PM2 −MT
23

(
1

2
Q1M23 + Q2M3

)}
+

(Tk − τ)He

{
MT

1

(
1

2
RM1 + Q1M23 + Q2M3

)}
−

τMT
4 RM4

S =

[ −I(N−1)n C0 + C1 −C1 0(N−1)n

0(N−1)n I(N−1)n −I(N−1)n −τI(N−1)n

]

ηk(τ) = [χ̇T
k (τ), χT

k (τ), χT
k (0), υ(τ)T]T

According to Finsler Lemma[25], d
dτ

(V + V0) < 0 if and

only if Ξ + XS + S
T
X

T
< 0. Employing the convexity

and linearity property of τ and Tk in the above inequality,



2552 ACTA AUTOMATICA SINICA Vol. 40

d
dτ

(V + V0) < 0 for all τ ∈ [0, Tk] and Tk ∈ (0, Tmax] if and
only if (14) and (15) hold.

When Tmax tends to zero, (14) and (15) both tend to

He

{
MT

1 PM2 −MT
23

(
1

2
Q1M23 + Q2M3

)}
+

XS1 + ST
1 XT < 0

⇔ S⊥
T

1 He
{

MT
1 PM2 −MT

23

(
1

2
Q1M23 + Q2M3

) }
S⊥1 < 0

⇔ PC0 + CT
0 P < 0

⇔ P̃ (A− λiBK) + (A− λiBK)TP̃ < 0, i = 2, · · · , N [26]

where the second inequality is derived from Finsler lemma,
S⊥1 is the orthocomplement of S1 and P̃ > 0. Thus (14) and
(15) are feasible. This leads to the asymptotical stability
of the system (10) according to Lemma 1. ¤

Remark 1. As can be seen from the proof of Theorem
1, the discretization is avoided, meanwhile, the decrease of
V (χ) is just required at τ = 0 or τ = Tk. It weakens the
requirement of decrease of Lyapunov function all the time,
hence the reduction in the conservatism of the allowable
maximum sampling intervals is reasonable.

Remark 2. It is indicated by Theorem 1 that the con-
trol gain matrix K, by which (2) solves the continuous-time
consensus of (1), can be used for sampled-data consensus,
provided that the sampling intervals are small enough. By
virtue of this, the design of sampled-data controller can be
obtained directly from existing continuous-time controller,
nevertheless, continuous-time control gain matrix K is in-
capable of supporting the allowable upper bound controller
of time-varying sampling intervals. An LMI approach is
proposed to design the controller for the allowable upper
bound in the next subsection.

2.2 Controller design

Matrix inequalities of Theorem 1 are nonlinear as K is
variable matrix. Applying Finsler Lemma leads to that

Ξ3 + X̃S3 + ST
3 X̃T < 0 (19)

Ξ4 + X̃S4 + ST
4 X̃T < 0 (20)

where

Ξ3 = He

{
M̃T

1 PM̃2 − M̃T
23

(
1

2
Q1M̃23 + Q2M̃3

)}
+

TmaxHe

{
M̃T

1

(
1

2
RM̃1 + Q1M̃23 + Q2M̃3

)}

Ξ4 = He

{
M̃T

1 PM̃2 − M̃T
23

(
1

2
Q1M̃23 + Q2M̃3

)}
−

TmaxM̃
T
23RM̃23

S3 =
[ −I(N−1)n

1
2
C0

1
2
C0

]

S4 =
[ −I(N−1)n C0 + C1 −C1

]

with M̃1 = [I 0 0], M̃2 = [0 I 0], M̃3 = [0 0 I], M̃23 =

M̃2 − M̃3, and P > 0, R > 0, Q1 ∈ S(N−1)n, Q2 ∈
R(N−1)n×(N−1)n, X̃ ∈ R3(N−1)n×(N−1)n.

Let X̃T = [IN−1 ⊗ Y, IN−1 ⊗ Y, IN−1 ⊗ Y ], where Y ∈
Rn×n is nonsingular, and ∆̃ = diag{(IN−1⊗Y )−1, (IN−1⊗
Y )−1, (IN−1 ⊗ Y )−1}. We multiply (19), (20) by ∆̃ and

∆̃T on the left and the right, respectively. Denoting
V = (IN−1 ⊗ Y )−1, W1 = V PV, W2 = V Q1V, W3 =

V Q2V, W4 = V RV, Z = KY −1, we obtain the following
LMIs:

Ξ5 + X̄S5 + ST
5 X̄T < 0 (21)

Ξ6 + X̄S6 + ST
6 X̄T < 0 (22)

where

Ξ5 = He

{
M̃T

1 W1M̃2 − M̃T
23

(
1

2
W2M̃23 + W3M̃3

)}
+

TmaxHe

{
M̃T

1

(
1

2
W4M̃1 + W2M̃23 + W3M̃3

)}

Ξ6 = He

{
M̃T

1 W1M̃2 − M̃T
23

(
1

2
W2M̃23 + W3M̃3

)}
−

TmaxM̃
T
23W4M̃23

S5 =
[ −V 1

2
C̄0

1
2
C̄0

]

S6 =
[ −V C̄0 + C̄1 −C̄1

]

X̄T =
[

I(N−1)n I(N−1)n I(N−1)n

]

C̄0 = (IN−1 ⊗A)V −∆⊗ (BZ), C̄1 = ∆⊗ (BZ)

Based on the above LMIs (21) and (22), we can get the
following algorithm to solve the control gain matrix K.

Algorithm 1. Given (A, B) that is stabilizable and
G containing a directed spanning tree, a controller in the
form of (4) can be constructed according the following steps
to solve the sampled-data consensus problem of (1) under
time-varying sampling intervals.

Step 1. Choose a small enough initial Tmax = T0 so
that (21) and (22) are feasible.

Step 2. Choose an appropriate δ and let Tmax = T0 + δ,
then verify the feasibility of (21) and (22). If they are fea-
sible, then go to next step, or else stop and Tmax = T0.

Step kkk. Let Tmax = T0 + (k − 1)δ, and verify the fea-
sibility of (21) and (22). If they are feasible, then go to
next step, or else stop and Tmax = T0 + (k − 2)δ. Consid-
ering the control input should be bounded, we can bound
‖K‖ ≤ σ, where σ > 0 is constant. Hereby, the maximum
Tmax will be found after finite steps. Corresponding to the
allowable maximum Tmax, matrix variables V and Z are
solved. Consequently, K = ZY −1, where Y is extracted
from V −1.

Remark 3. The control gain matrix K is solved by the
above LMIs, where the degree of freedom of X̃ is reduced.
Obviously, if we let X̃T = [IN−1⊗Y1, IN−1⊗Y2, IN−1⊗Y3],
the result will be less conservative while the number of ma-
trix variables is increased.

3 Numerical examples

In this section, theoretical results will be verified by nu-
merical simulations. Consider a second-order multi-agent
network of six agents, whose dynamics are specified by
A, B.

A =

[
0 1
0 0

]
, B =

[
0
1

]
(23)

The initial states of the agents are X1(t0) =
[60, 80]T, X2(t0) = [30, 60]T, X3(t0) = [0, 0]T, X4(t0) =
[−10, − 5]T, X5(t0) = [−30, − 10]T, X6(t0) = [−120, −
15]T, respectively. In order to reveal the progress of the
allowable upper bound of the variable sampling intervals,
we compare Theorem 1 with the corresponding results in
[14, 17], which are obtained by the discrete-time approach
and the input delay approach, respectively. In order to
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provide the same conditions among these approaches, the
fixed network topology in Fig. 1 is chosen, and we let

K =
[

1 α
]

According to the network topology in Fig. 1, we get
α > 1.7363. The choice of this gain coefficient in [14] is
dependent on the network topology. It should be noticed
that the maximum sampling interval in [14] is not only de-
pendent on the gain coefficient and network topology but
also another variable. The variable is denoted as ‘α’ in [14]
but it is not the same as the gain coefficient here. The sam-
pling interval reaches the upper bound when the variable is
set as 0.3 in [14]. To compare Theorem 1 with the results
in [14] and [17], we calculate the allowable upper bounds
with a group of gain coefficients.

Fig. 1 Network topology

From Table 1, we can see that the upper bounds in dif-

ferent methods are all decreasing by the increase of the gain
coefficient. The result obtained in [17] by the input delay
approach is the most conservative, whereas the result in
Theorem 1 is the least conservative.

For the case of α = 2 and Tmax = 0.3050, Tk is selected
from (0, Tmax] stochastically and the states of all agents
obtained by the protocol (4) are shown in Fig. 2. The re-
sults verify the theoretical analysis very well. As shown
in Fig. 3, the consensus cannot be achieved because the
time-varying sampling intervals exceed the upper allowable
bound. The convergence rate of consensus decreases as α
increases, which can be seen from Fig. 2 and Fig. 4.

Table 1 The upper bound on the variable samplings

Gain�Method [14] [17] Theorem 1

α=2 0.2070 0.1080 0.3050

α=3 0.1500 0.0720 0.2040

α=4 0.1150 0.0540 0.1530

α=5 0.0930 0.0440 0.1230

α=7 0.0670 0.0310 0.0880

α=12 0.0400 0.0180 0.0510

α=17 0.0280 0.0130 0.0360

α=22 0.0220 0.0100 0.0280

Fig. 2 The evolution of states of each agent with α = 2 and Tk ∈ (0, 0.3050]

Fig. 3 The evolution of states of each agent with α = 2 and maxk=0,1,···Tk > 0.3050
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Fig. 4 The evolution of states of each agent with α = 5 and Tk ∈ (0, 0.1230]

4 Conclusion

This paper studies the sampled-data consensus of multi-
agent systems under the fixed directed network topol-
ogy. Different from a general discrete approach, this paper
mainly utilizes the inherent property of discretization in
sampled-data control via a continuous-time model. It not
only avoids the difficulty of exponential uncertainty due to
the time-varying sampling intervals, but also the result is
less conservative than the input delay approach even if the
characteristic of delay impulsive system is exploited. In
addition, it can be extended to the case of time-varying
sampling intervals with diverse input delays, where han-
dling of the asynchronous update times among all agents is
the key issue.
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