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Abstract Fractional order proportional-integral-derivative
(FOPID) controller generalizes the standard PID controller.
Compared to PID controller, FOPID controller has more pa-
rameters and the tuning of parameters is more complex. In this
paper, an improved artificial bee colony algorithm, which com-
bines cyclic exchange neighborhood with chaos (CNC-ABC), is
proposed for the sake of tuning the parameters of FOPID con-
troller. The characteristic of the proposed CNC-ABC exists in
two folds: one is that it enlarges the search scope of the solution
by utilizing cyclic exchange neighborhood techniques, speeds up
the convergence of artificial bee colony algorithm (ABC). The
other is that it has potential to get out of local optima by exploit-
ing the ergodicity of chaos. The proposed CNC-ABC algorithm
is used to optimize the parameters of the FOPID controller for
an automatic voltage regulator (AVR) system. Numerical sim-
ulations show that the CNC-ABC FOPID controller has better
performance than other FOPID and PID controllers.

Key words Fractional order proportional-integral-derivative
(FOPID) controller, optimal control, artificial bee colony algo-
rithm, cyclic exchange neighborhood, chaos, automatic voltage
regualator (AVR) system

Citation Zhang Dong-Li, Tang Ying-Gan, Guan Xin-Ping.
Optimum design of fractional order PID controller for an AVR
system using an improved artificial bee colony algorithm. Acta
Automatica Sinica, 2014, 40(5): 973−980

DOI 10.3724/SP.J.1004.2014.00973

Fractional calculus is a generalization of integer orders
calculus and it extends regular integer orders to non-
integer orders case. Compared to classical integer cal-
culus, fractional calculus computationally requires large
memory which makes it able to represent the dynamics
of the real system more exactly. In the area of control
theory and control engineering, the proportional-integral-
derivative (PID) control is the most widely utilized control
method because of its simple structure and strong robust-
ness. Nowadays, more than 90% controllers in industry are
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PID controllers[1].
In recent years, the combination of fractional calculus

and PID control theory has got much attention of re-
searchers. Fractional order PID (FOPID) controller was
proposed by Podlubny in 1999[2], which is written as
PIλDµ, where λ and µ are the integrating and deriva-
tive orders and they are non-integers. FOPID controller
has five parameters, i.e., the proportional gain, the inte-
gral gain, the derivative gain, the integrating order, and
the derivative order. Compared to PID controller, FOPID
has extra two parameters, i.e., the integrating order λ and
the derivative order µ, which means that researchers have
more freedom in the designing of FOPID controller. On the
other hand, its parameters tuning is more complex. Dif-
ferent methods for tuning the parameters of FOPID con-
trollers have been reported in the literatures. Valério et
al. proposed Ziegler-Nichols type tuning rules for FOPID
controller[3]. Cervera et al. applied quantitative feed-
back theory (QFT) to tune the FOPID controller[4]. Ge-
netic algorithm[5], differential evolution (DE)[6], particle
swarm optimization (PSO)[7], and ant colony optimization
(ACO)[8] were also used to design FOPID controller.

Artificial bee colony (ABC) algorithm was proposed by
Karaboga in 2005[9]. It imitates the intelligent forag-
ing behavior of honey bees to solve numerical optimiza-
tion problems[9−13]. ABC algorithm has the character-
istics of simplicity and ease of implementation. Many
practical problems such as fractional order controller[14],
clustering[15] and lot-streaming flow shop scheduling
problem[16] have been solved using ABC algorithm. How-
ever, there are two disadvantages associated with ABC al-
gorithm, i.e., the convergence speed is slow and it is often
trapped into local optima. Many authors make efforts to
overcome the drawbacks of ABC. Bao et al. proposed a
chaos-artificial bee colony algorithm of self-adapting search
space[17]. Lee et al. improved ABC algorithm based on di-
versity strategy[18]. Gao et al. improved ABC combined
differential evolution algorithm[19].

In nature, ABC algorithm can be viewed as a class of
neighborhood search algorithm (NSA). Many difficult op-
timization problems have been solved by using NSA. NSA
obtains the optimal solution by searching the “neighbor-
hood” of the current solution. Selecting an appropriate
neighborhood structure is important for NSA because the
neighborhood structure determines whether the solutions
are highly accurate or very poor. Several powerful neigh-
borhood structures have been presented such as compound
neighborhood structures[20−21], multi-exchange neighbor-
hood structure[22] etc. The multi-exchange neighborhood
consists of two types of structure: cyclic exchange and
path exchange. The advantage of multi-exchange neigh-
borhood is that it can identify improvement moves in an
associated improvement graph. In the literature, multi-
exchange neighborhood structure algorithms have been ap-
plied to many complicated optimization problems. Tang et
al. proposed an iterated local search (ILS) algorithm based
on cyclic exchange neighborhood to solve parallel machine
scheduling problems[23]. Ahuja et al. solved the capaci-
tated minimum spanning tree problems by multi-exchange
neighborhood[22]. Frangioni et al. applied multi-exchange
neighborhood for minimum makespan parallel machine
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scheduling problems[24]. Thompson et al. presented a
cyclic transfer neighborhood method for multi-vehicle rout-
ing and scheduling problems[25].

In this paper, a modified ABC algorithm is presented us-
ing cyclic exchange neighborhood and chaos for tuning the
parameters of the FOPID controller. Exchanging neighbor-
hood enables to enlarge the search scope of the solutions,
so as to speed up the convergence of the algorithm. The
ergodicity and randomness of the chaos make the algorithm
be able to jump out of local optima.

This paper proceeds as follow. Section 1 briefly re-
views the basic of fractional calculus. In Section 2, the
behavior of honey bees foraging, ABC algorithm and the
cyclic exchange neighborhood structure are firstly reviewed.
Then, the modified ABC algorithm based on cyclic ex-
change neighborhood and chaos is introduced. The design
method of FOPID controller using CNC-ABC algorithm
for an AVR system is described in Section 3. The numer-
ical results are given in Section 4. Finally, the concluding
remarks are presented in Section 5.

1 Fractional calculus

Fractional calculus generalizes the ordinary calculus.
The basic operation aDα

t is defined as:

aDα
t =





dα

dtα
, R(α > 0)

1, R(α = 0)
∫ t

a

(dt)−α, R(α < 0)

(1)

where a and t are the lower and upper limits, α is the order
of the operation[26] and it is a complex number, R(α) is the
real part of α. Fractional derivative has several definitions.
The usually used definitions are given by Riemann-Liouville
(RL), Grü Nwald-Letnikor (GL) and Caputo. The RL def-
inition is

aDα
t f(t) =

1

Γ(m− α)
(

d

dt
)m

∫ t

a

f(τ)

(t− τ)1−(m−α)
d(τ) (2)

where m is the first integer which is not less than α, i.e., m
−1 < α < m. Γ(·) is famous Euler Gamma function. The
GL definition is

aDα
t f(t) = lim

h→0

1

Γ(α)hα

(t−α)
h∑

k=0

Γ(k + α)

Γ(k + 1)
f(t− kh) (3)

where h is the time increment.
Laplace transform is a popular tool in the analysis of

control system. The Laplace transform of RL derivative
under zero initial condition is

L{Dαx(t)} = sαX(s) (4)

2 CNC-ABC algorithm

2.1 Behavior of honey bees foraging

Bees are classical social insects. The behavior of only
one bee is simple, however, a colony of bees manifest com-
plicated intelligent behavior. In the real bee colony, the
honey bees work in cooperation with appropriate division

of labour. A minimal model of honey bees that can form
swarm intelligence contains three elements: food source,
employed bees and unemployed bees and three behaviors:
exploring food source, recruiting bees for the food source
and abandoning the food source.

The value of the food source is decided by several factors
such as the distance to the beehive, the nectar amount and
ease of extracting. For the sake of simplicity, it is repre-
sented as profitability with a simple quantity.

Employed bees are associated with a particular food
source which they are currently exploiting or are “em-
ployed” at. They share the information of the food source
by dancing in the dance area with a certain probability.
The dance′s property is proportional to the profitability of
the food source.

Unemployed bees are composed of onlookers and scouts.
Scouts explore new food source randomly. The number of
scouts averaged over conditions is about 5∼ 10%[27]. When
onlookers see the dances of employed bees, they estimate
the profitability of the food sources and decide which one
they will choose. So, more profitable food source recruits
more onlookers to gather honey.

The behavior of honey bees foraging is shown as Fig. 1.
Assuming there are two discovered food sources: A and
B. At the beginning, a potential forager has no knowledge
about the food sources as an unemployed bee. There are
two choices for the bee:

1) It becomes a scout and explores new food source spon-
taneously around the nest (S in Fig. 1).

2) It becomes a recruit after watching the dances and
starts searching for the food source (R in Fig. 1).

Fig. 1 Behavior of honey bee foraging

After locating the food source, the bee will start to ex-
ploit it and remember its situation. At this moment, the
bee becomes an employed forager. When the bee returns
to the hive carrying with nectar and unloads the nectar, it
faces three choices:
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1) It abandons the food source and becomes an onlooker
(UF in Fig. 1);

2) It comes back to the same food source and continues
to forage without recruiting the other bees (EF2 in Fig. 1);

3) It dances in the dancing area to recruit more bees
before returning to the food source (EF1 in Fig. 1).

It is worthwhile to note that not all the bees start forag-
ing simultaneously. The new bees begin foraging at a rate
proportional to the eventual total number of bees and the
number of present foraging.

2.2 Artificial bee colony (ABC) algorithm

In ABC, there are three groups of bees: employed bees,
onlookers and scouts. The first half of the colony are em-
ployed bees and the other half are onlookers. The number
of employed bees is equal to that of food sources. That
is, each food source is exploited by only one employed bee.
The employed bee whose food source has been exhausted
becomes a scout.

In ABC algorithm, the position of a food source repre-
sents a possible solution to be optimized. The profitability
of the food source corresponds to the quality (fitness) of
the optimized solution. The main steps of the algorithm
are described as follows.

Step 1. Initialize. The initial solutions (food sources)
are generated randomly. Each solution XXXi (i = 1, 2, · · · , N)
(N is the number of solution) is a d-dimension real vector.
XXXi = (xi1, xi2, · · · , xid)T represents the position of the ith
food source.

Step 2. Each employed bee searches for the food source
depending on the information in its memory and produces
a modified position given by (5), then evaluates the prof-
itability (fitness value). If the profitability is better than
the previous one the employed bee will remember it and
forget the old one.

x′ij = xij + rij(xij − xkj) (5)

where j ∈ 1, 2, · · · , d and k ∈ 1, 2, · · · , N are randomly cho-
sen indexes, and k is different from i. rij is a real random
number in the range [−1, 1].

Step 3. Onlooker bee selects food source according to
the probability. The probability value prob(i) is calculated
by (6).

prob(i) =
fit(i)

N∑
i=1

fit(i)

(6)

When an onlooker decides to select a food source, it starts
searching for the food source and produces a modified posi-
tion by (5), then evaluates the profitability and remember
the better position. In (6), fit(i) is the fitness value of the
ith food source XXXi.

Step 4. Scout bee explores new food source. If a food
source has been exhausted after a number of trials (limit),
it will be abandoned. The scout will explore a new food
source randomly according to (7).

xij = xmin,j + (xmax,j − xmin,j)× rand(0, 1) (7)

It is important to note that only one of the employed
bees can change to scout, which is controlled by “limit”.

So “limit” is an important control parameter. If a solution
cannot be further improved by “limit” times of trials, which
means the solution will get into local optimum and it will
be abandoned by its employed bee and the employed bee
becomes a scout.

In ABC algorithm, employed bees and onlookers carry
out exploitation while scouts control the exploration pro-
cess, which make ABC algorithm get balance between ex-
ploitation and exploration.

2.3 Cyclic exchange neighborhood

Cyclic exchange is one of the multi-exchange neighbor-
hood structures and path exchange is another one. In this
paper, cyclic exchange is mainly considered.

Let J = {j1, j2, · · · , jn} be a set of n elements. The
collection S = {S1, S2, · · · , Sk} defines a k-partition of J ,
where k ≤ n and each subset Sj is non-empty, the subsets
are pair-wise disjoint, and their union is S. For any subset
S of J , let d[S] denote the cost of S. Then the set parti-
tioning problem is to find a partition of J into at most k
subsets so as to minimize Σkd[Sk].

Let {S1, S2, · · · , Sk} be any feasible partition, a cyclic
exchange is that element sequence j1 − j2 − · · · − jk per-
forms changes as follows: element j1 moves from the subset
S1 to S2, j2 moves from S2 to S3, and so on until jk moves
from Sk to S1. Finally, the move process of elements forms
a cyclic structure and such a move process is called cyclic
exchange. The illustration of the cyclic exchange structure
is shown as Fig. 2.

Fig. 2 Illustration of the cyclic exchange neighborhood

Given S, the cyclic exchange neighborhood is the set of
all the assignments of solutions which can be obtained from
S by performing cyclic exchange.

2.4 CNC-ABC algorithm

ABC can be viewed as a neighborhood search algorithm.
Employed bees and onlookers produce new solution by
searching the neighborhood of the current solution repeat-
edly. The search is limited to the neighborhood of the cur-
rent solution. In ABC algorithm, the neighborhood is small
which leads to slow convergence. On the other hand, when
the algorithm gets into local optimum, one scout will ex-
plore a substitute randomly using (7). Owing to the fact
that only one scout explores for new solution and the search
is random, it is not easy to get out of the local optimum.
The proposed CNC-ABC algorithm has the potential to
solve these problems.

2.4.1 Cyclic exchange neighborhood search for
employed bees

In CNC-ABC algorithm, the solution sequence S =
{XXX1, XXX2, XXX3, · · · ,XXXN} is seemed as the simplest cyclic-
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exchange, that is, each subset only has one solution, and
XXXq 6= XXXk (q 6= k, and q, k ∈ {1, 2, · · · , N}). The cyclic-
exchange performs the following exchanges: the solution
XXX1 moves to XXX2, solution XXX2 moves to XXX3, and so on until
solution XXXN−1 moves to XXXN and solution XXXN moves to
XXX1. The moving process of the solutions is shown in Fig. 3.
The exchange can be expressed as (8).

x′ij =

{
xNj + rij(xij − xkj), i = 1

xi−1j + rij(xij − xkj), 2 ≤ i ≤ N
(8)

where xi−1j is the neighbor of solution xij and it is the bet-
ter one chosen by previous repetition. The cost of a cyclic
exchange is the change in optimal objective function value
caused by the cyclic exchange. The cyclic exchange is valid
when the cost is negative. The cost of exchanged cycle is
ΣNd(x′i) and the cost before exchanged is ΣNd(xi), where
d(xi) is the objective function value of xi. In order to find
negative cost cycle, we suppose the cost of each node is
negative, that is

d(x′ij)− d(xij) < 0 (9)

so Σd
j=1(d(x′ij) − d(xij)) < 0, that is d(x′i) − d(xi) < 0.

Then
∑
N

d(x′i)−
∑
N

d(xi) < 0 (10)

We can see from (10) that the cost of exchanged cycle is
negative. Thus, the solution can be found only satisfying
(9).

Fig. 3 Cyclic exchange of ABC algorithm

In CNC-ABC algorithm, (8) is only applied in the ex-
ploitation process of employed bees. Onlooker bees still
keep local search using (5).

2.4.2 Chaos search of scout bee

In ABC algorithm, if a solution cannot be further im-
proved through a number of trials limit, it will be instead
by (7). In CNC-ABC algorithm, the chaotic search is ap-
plied. Suppose the needed improved solution is xxxi = (xi1,
xi2, · · · , xid), chaotic sequence (Ci) is produced using the
well-known logistic equation:

Cn+1 = 4Cn(1− Cn) (11)

where 0 < Cn < 1, the initial value of the chaotic sequences
is:

C0
ij =

xij − xmin
ij

xmax
ij − xmin

ij

(12)

The needed improved solution is instead by

x′ij = xij + Cij(x
max
ij − xmin

ij ) (13)

The pseudocode of chaos search of scout is:
Step 1. T = maximum number of chaotic iterations; t

= 0;
Step 2. Generate the initial chaotic sequence value by

(12);
Repeat
Step 3. Produce the chaotic sequences by (11);
Step 4. Produce new solution using (13) and calculate

its fitness, then select the better solution;
Step 5. t = t + 1;
Until (t > T ).
In CNC-ABC algorithm, employed bees, onlookers, and

scouts use different strategies in the searching process. Em-
ployed bees search for the solutions in a larger space by ap-
plying cyclic exchange, which can enlarge the neighborhood
of the solutions by performing multi-exchange neighbor-
hood between different solutions. Onlookers produce new
solutions by local search that is the same as basic ABC al-
gorithm. The larger space searching of employed bees and
local search of onlookers can find better solution quickly
and speed up convergence. In the process of scouts explor-
ing, sequences generated from logistic chaos system replace
the random number of ABC algorithm. The traversal of
chaos makes the solution get out of local optimum quickly,
so that, the convergence of the algorithm gets improved.

3 Optimum FOPID controller design us-
ing CNC-ABC algorithm for AVR sys-
tem

3.1 FOPID controller

The FOPID controller has five parameters: the propor-
tional gain KP , the integral gain KI , the differential gain
KD, the integral order λ, and the differential order µ. The
transfer function of PIλDµ controller is given by

Gc(s) = KP + KIs−λ + KDsµ, λ, µ > 0 (14)

The differential equation for the PIλDµ controller in the
time domain is

u(t) = KP e(t) + KID−λe(t) + KDDµe(t) (15)

If λ = 1 and µ = 1, the classical PID controller is gained,
and if λ = 1 and µ = 0, we get a PI controller, and if λ = 0
and µ = 1, a PD controller, and if λ = 0 and µ = 0 a
proportional gain controller. These classical types of PID
controllers are the special cases of the FOPID controller.
The FOPID controller generalizes the conventional integer
order PID controller.

3.2 Automatic voltage regulator (AVR) system

In general, an AVR system consists of four components:
amplifier, exciter, generator, and sensor. To analyze dy-
namic character of AVR, a linearized model is considered.
Their transfer functions are represented as follows[28].

1) Amplifier model. The amplifier model is given as

GA(s) =
KA

1 + τAs
(16)

where the value of KA is in the range of [10, 400], and the
time constant τA ranges from 0.02 s to 0.1 s usually.
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2) Exciter model. The transfer function of an exciter is
given by

GE(s) =
KE

1 + τEs
(17)

where the typical value of the gain: KE is in the range of
[1, 400], and the time constant τE often ranges from 0.4 s
to 1.0 s.

3) Generator model. The transfer function can be mod-
eled by a gain KG and a time constant τG

GG(s) =
KG

1 + τGs
(18)

where KG is in the range of [0.7, 1.0], and τG ranges from
1.0 s to 2.0 s.

4) Sensor mode. The transfer function of sensor circuit
is modeled by

GS =
KS

1 + τSs
(19)

where τS ranges from 0.001 s to 0.06 s.

3.3 Design of FOPID controller using CNC-ABC
algorithm for AVR system

3.3.1 Performance criterion

In the design of controllers, there are several performance
criterions. The often used criterions are integral of abso-
lute error (IAE), integral of squared error (ISE) and inte-
gral of time-weighted-squared-error (ITSE)[29]. They are
represented as follows:

IAE =

∫ ∞

0

|e(t)|dt (20)

ISE =

∫ ∞

0

e2(t)dt (21)

ITSE =

∫ ∞

0

te2(t)dt (22)

In this paper, the IAE criterion is applied. In general, it is
necessary to select a reference model to get the error func-
tion e(t). Smaller the error is, closer the controlled object
is to the reference model. Here, the FOPID controller can
be evaluated as

J(KP , KI , KD, λ, µ) = IAE =

∫ ∞

0

|y(t)∗ − y(t)|dt (23)

where y(t)∗ is the real output response of the reference
model. Thus, the optimal FOPID controller can be con-
verted to an optimization problem as:

(K′
P , K′

I , K′
D, λ′, µ′) = arg min J(KP , KI , KD, λ, µ) (24)

where (K′
P , K′

I , K′
D, λ′, µ′) are the controlling parameters

to be optimized.
In this paper, the Bode′s ideal reference model is ap-

plied as the reference model[30]. Bode has suggested an
ideal open-loop transfer function in the design of feedback
amplifiers, the transfer function is as follows

L(s) =
(wc

s

)δ

, δ ∈ R (25)

It is an interesting characteristic of Bode′s ideal transfer
function to insert into the forward path that is insensitive
to gain changes. Therefore, the closed-loop system with
Bode′s ideal transfer function is often adopted as reference
model[31−33].

3.3.2 Design of FOPID controller using CNC-
ABC

The CNC-ABC algorithm is utilized to optimize the
FOPID controller parameters KP , KI , KD, λ and µ. The
AVR system equipped with CNC-ABC-FOPID controller is
shown in Fig. 4. A food source position represents a possi-
ble solution of the FOPID controller to be optimized which
is represented by a vector with 5 elements, i.e XXX = (KP ,
KI , KD, λ, µ). The fitness of each solution is calculated
by (23). The main design steps are expressed as follows.

Step 1. Initialization;
Step 2. Calculation of the fitness of each initial solution

xi;
Step 3. Let cycle =1;
Step 4. Production of new solutions xxx′i by employed

bees using (8) and calculation of the fitness by (23);
Step 5. Select the better one between xxx′i and xxxi apply-

ing greedy selection;
Step 6. Calculate the probability values prob(i) by (6)

of the solutions;
Step 7. Onlooker bees select the solution according to

prob(i), then search neighbor to produce new solutions by
(5) and calculate the fitness by (23);

Step 8. Apply a greedy selection to select the better
solution;

Step 9. Evaluate if a solution has to be improved, then
scout carry out chaos search;

Step 10. Memorize the best solution found so far;
Step 11. cycle = cycle +1, check if cycle > MCN, ter-

minate the algorithm; otherwise, go to Step 4.

Fig. 4 Block diagram of AVR with CNC-ABC-FOPID

controller

4 Numerical results

4.1 System parameters

The parameters of AVR system are set as in [30], i.e.,
KA = 10, τA = 0.1, KE = 1, τE = 0.4, KG = 1, τG = 1,
KS = 1, τs = 0.01.

FOPID controller parameters: 0.001 ≤ KP ≤ 15, 0.001
≤ KI ≤ 10.0, 0.001 ≤ KD ≤ 10.0, 0.001 ≤ λ ≤ 3.0, 0.001 ≤
µ ≤ 3.0. We set wc = 10 and δ = 1 in Bode′s real reference
model.

ABC and CNC-ABC algorithm parameters: the popu-
lation size N is 40, the parameter limit is set to 40, the
maximum cycle number MCN is 200.

To examine its performance, the proposed CNC-ABC
is compared with ABC, PSO and GA algorithm. CNC-
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ABC, ABC, PSO and GA are all used as optimizer for
tuning the parameters of FOPID controller. The re-
sulting controllers are called as CNC-ABC-FOPID, ABC-
FOPID, PSO-FOPID and GA-FOPID. The parameters
of PSO algorithm are set as: the population size is
40, wmax = 0.9 and wmin = 0.4, the constants c1

= c2 = 2, the maximum iteration is also 200. The
GA algorithm is implemented using GAOT toolbox
from http://www.ise.ncsu.edu/mirage/GAToolBox/gaot/
with parameters as follows: the selection operation is tour-
nament, the crossover method is arithmetic with the prob-
ability 0.8 and the mutation method is uniform with the
probability 0.2. The population and maximum iteration
are the same as the PSO algorithm.

4.2 Performance of CNC-ABC FOPID controller

In this section, the FOPID controller for AVR system is
examined.

In experiments, CNC-ABC, ABC, PSO and GA all run
20 times independently. The statistical results of FOPID
controller′s parameters are listed in Table 1. The parame-
ters include the best, the worst, mean and standard devi-
ation (std), and overshoot MP , the steady error Ess, rise
time tr and settling time ts in time domain.

Fig. 5 shows the terminal voltage step response of Bode′s
real reference model and AVR system controlled by CNC-
ABC-FOPID controller. It can be seen from Table 1 and
Fig. 5 that the step response of the AVR system equipped
with CNC-ABC-FOPID controller has small overshoot,
short settling time, but it does not adapt to Bode′s real
reference model fully.

The proposed CNC-ABC-FOPID is compared with
ABC-FOPID and other FOPID controllers to demonstrate
its advantage. Fig. 6 shows terminal voltage step response
of AVR system controlled by the best CNC-ABC-FOPID
and ABC-FOPID controller. We can see from Table 1 and
Fig. 6 that CNC-ABC-FOPID controller has small over-
shoot, short settling time. The terminal voltage step re-

sponses of the AVR system with GA and PSO-FOPID con-
trollers are shown in Fig. 7. It shows that the proposed
CNC-ABC FOPID controller is the best and the PSO-
FOPID controller is near to it, though Table 1 tells us that
the PSO-FOPID controller is not stable.

Fig. 5 The terminal voltage step response of the AVR

system with CNC-ABC-FOPID controller and Bode′s model

Fig. 6 The terminal voltage step response of the AVR

system with CNC-ABC-FOPID and ABC-FOPID controllers

Table 1 Statistical results of the FOPID controller parameters

Algorithm J KP KI KD λ µ Mp Ess tr ts

CNC- Best 5.142 1.9566 0.4893 0.2345 1.5484 1.4317 0.0104 0.0106 0.1961 0.1991

ABC- Worst 5.144 1.9699 0.4947 0.2362 1.5532 1.435 0.0111 0.0114 0.1779 0.2252

FOPID Mean 5.143 1.9605 0.4922 0.2355 1.5508 1.4331 0.0109 0.0113 0.1816 0.2252

Std 7.6E−5 0.0042 0.0014 0.00049 0.0014 0.00092

Best 5.1453 1.8749 0.452 0.2303 1.3653 1.3828 0.0129 0.0188 0.1651 0.2135

ABC- Worst 5.8075 2.2835 0.6853 0.3214 1.6297 1.447 0.0152 0.0045 0.1472 0.5645

FOPID Mean 5.3023 2.0204 0.5295 0.2497 1.5170 1.4202 0.0138 0.0092 0.1563 0.2262

Std 0.20 0.089 0.052 0.020 0.064 0.016

Best 6.1125 2.7323 0.8275 0.3554 1.2651 1.3349 0.1173 0.0097 0.1170 0.3608

GA- Worst 9.3053 10.2854 3.4731 1.958 1.5742 1.4358 0.3439 0.0041 0.0343 0.1851

FOPID Mean 8.6411 7.7527 2.3430 1.2935 1.4047 1.3761 0.2974 0.0072 0.0390 0.2724

Std 8.6411 1.6858 0.6295 0.3816 0.0802 0.03314

Best 5.1442 1.9102 0.4851 0.2298 1.5373 1.4244 0.0107 0.0116 0.1832 0.2303

PSO- Worst 10.144 15 3.6986 2.3062 0.2895 1.3424 0.4670 0.0057 0.0316 0.2727

FOPID Mean 5.6218 2.5085 1.069 0.4084 1.4848 1.4256 0.0330 0.0164 0.1096 0.2712

Std 1.4695 2.9724 1.9599 0.5460 0.2814 0.02185
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Fig. 7 The terminal voltage step response of the AVR
system with CNC-ABC-FOPID, GA-FOPID and

PSO-FOPID controllers

Finally, the CNC-ABC-FOPID controller is compared
with PID controller. The PID controllers include CNC-
ABC-PID controller, ABC-PID controller and GA-PID
controller. The terminal voltage step responses of the best
controllers are showed in Fig. 8. We can see that CNC-
ABC-FOPID controller is the best one that has little over-
shoot, short settling time, that is, the proposed CNC-ABC-
FOPID controller has better performance than PID con-
troller.

Fig. 8 The terminal voltage step response of the AVR

system with CNC-ABC-FOPID, CNC-ABC-PID, ABC-PID

and GA-PID controllers

5 Conclusion

In this paper, a novel method for designing FOPID con-
troller is presented using an artificial bee colony algorithm
which is based on cyclic exchange neighborhood and chaos.
The proposed CNC-ABC algorithm has better convergence
and performance than ABC and it is used to optimize
the parameters of the FOPID controller. The proposed
CNC-ABC-FOPID controller has been applied to AVR sys-
tem. Simulation experiments show that the proposed CNC-
ABC-FOPID controller has better performance than ABC-
FOPID controller and other FOPID, PID controllers.
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