Vol. 40, No. 4 ACTA AUTOMATICA SINICA April, 2014

Multi-scale Graph-matching Based Kernel for

Character Recognition from Natural Scenes

SHI Cun-Zhao' WANG Chun-Heng' XIAO Bai-Hua' GAO Song!

Abstract Recognizing characters extracted from natural scene images is quite challenging due to the high degree of intraclass
variation. In this paper, we propose a multi-scale graph-matching based kernel for scene character recognition. In order to capture
the inherently distinctive structures of characters, each image is represented by several graphs associated with multi-scale image
grids. The similarity between two images is thus defined as the optimum energy by matching two graphs (images), which finds the
best match for each node in the graph while also preserving the spatial consistency across adjacent nodes. The computed similarity
is suitable to construct a kernel for support vector machine (SVM). Multiple kernels acquired by matching graphs with multi-scale
grids are combined so that the final kernel is more robust. Experimental results on challenging Chars74k and ICDARO03-CH datasets

ZHANG Yang?

show that the proposed method performs better than the state of the art methods.
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With the rapid growth of intelligent mobile phones and
portable devices, camera-based applications such as au-
tomatic sign reading, license plate recognition and navi-
gation, are holding a huge market. Detecting and rec-
ognizing text in the natural images is indispensable for
these applications. Although a lot of work has been done
on text detection and some methods are shown to have
achieved satisfactory performancel’ =4, the performance of
character recognition from natural scenes is still far from
enough, due to the high degree of intraclass variation
caused by various font styles, complex background, geomet-
ric distortions, unconstrained illuminations and different
resolutions(®!. Therefore, aiming to make some contribu-
tion in this area, in this paper, we focus on the recognition
of characters taken from scene images.

Generally speaking, the existing scene character recogni-
tion methods could be roughly classified into two categories:
traditional optical character recognition (OCR) based and
object recognition based methods. For traditional OCR
based methods!®!, various approaches have been proposed
to get the binarized image which is directly fed into the off-
the-shelf OCR software. However, since characters in scene
images differ from text in traditional scanned document in
terms of resolution, illumination conditions and font style,
OCR system performs badly due to the unsatisfactory bina-
rization result. On the other hand, object recognition based
methods assume that scene character recognition is quite
similar to object recognition with a high degree of intraclass
variation. Campos et al.P! benchmarked the performance
of various features based on a bag-of-visual-words (BOW)
representation to assess the feasibility of posing the prob-
lem as an object recognition task and showed that geomet-
ric blur” and shape context!® in conjunction with nearest
neighbor (NN) classifier, performed better than other meth-
ods. Wang et al.l’! proposed to use histograms of oriented
gradients (HOG)1% in conjunction with an NN classifier
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and reported better performance. Newell and Griffin*"
proposed two extensions of HOG descriptor to include fea-
tures at multiple scales and their method achieved best
recognition results so far on two datasets, Chars74kP®! and
ICDARO3-CH!? | using the same evaluation framework as
Campos[s].

As BOW discards all spatial information while HOG
enforce certain degree of spatial consistency, HOG based
methods perform better than BOW based methods!® 1,
which means structure information is quite important.
However, HOG or multi-scale HOG features could not de-
scribe character images from natural scenes very well espe-
cially when the images have different font styles, geomet-
ric distortions or deformations. Fortunately, most charac-
ters are designed differently from each other in terms of
shape or structure for reading. Therefore, structure-based
representations that are invariant to deformations or dis-
tortions should be appropriate for characters. Thus, in-
spired by the recent progress in object recognition[13], we
use a graph to represent each character image and pro-
pose a multi-scale graph-matching based kernel to recog-
nize scene characters. Concretely, each character image is
represented by a graph whose nodes correspond to a set of
image blocks and edges reflect the geometric structure of
the image*®]. The similarity between two character images
are formulated as the optimum energy for matching the two
graphs, which finds the best match for each node while also
preserving the spatial consistency across adjacent nodes.
The similarity could be directly used for NN classifier, or
as the kernel for SVM based classifier. In order to make
the final kernel more robust, multiple kernels computed
by matching graphs with multi-scale image grids are opti-
mally combined. Experimental results on both Chars74k
and ICDARO3-CH datasets show promising performance.

1 The proposed method

The flowchart of the proposed method is shown in Fig. 1.
For training, first, all the training images are represented
by graphs associated with multi-scale image grids and simi-
larity based kernels are acquired by graph matching for any
two images. Then, kernels associated with graphs of multi-
scale grids are combined to train a kernel-based SVM. For
testing, given the test image, the similarity between the
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test image and each of the training images is calculated by
optimizing the energy function of matching the two graphs.

Then, the similarities are used to construct a kernel and
kernels of different scales are combined to form the final
kernel for SVM classification.
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Fig.1 Flowchart of the proposed method
1.1 Representing images by graphs associated
with multi-scale grids

Each character image is represented by several graphs
associated with image grids of different sizes. An undi-
rected graph G is composed of nodes corresponding to a
coarse image grid and each node is connected with its four
neighbors. As shown in Fig. 2, the nodes are not pixels but
the image grid and are indexed by the position of the grid.
Each node n in G is represented by a feature vector F,,
related to the corresponding image region. Since previous
paper®1! has proved that HOG!? is a better choice for
character recognition, we choose HOG as the local region
descriptor. 8 orientations of HOG are used and thus each
node is represented by a 8-dimension vector. Since each
character has its own structure, the image grid suitable for
one character might not be proper for another. Thus, we
use multiple levels of image grids to represent each image
so that different image grids could complement each other.
In this paper, we use four graphs with multi-scale image
grids as shown in Fig. 2.
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Fig.2 The construction of the graph and the four grids
used in the paper

1.2 Getting the similarity by graph matching

To match the images, we need to match the two graphs
representing the images. We use the graph matching al-
gorithm proposed by Duchenne et al.m], which is fast and
suitable to the grids of moderate size considered here. In
their paper, to match the two graphs, the first graph G is
distorted to the other one G while enforcing spatial con-
sistency across adjacent nodes. Concretely, given a node n
in G and some displacement d,,, n is matched to the node
n’ in G’ and the best matching is the one that maximizes
the following energy function

E.(d)=3 Uid)+ Y Bumnldmds) (1)

nev (m,n)€e

where V' and ¢ represent the set of nodes and edges of G, d is
the vector formed by the displacements associated with all
the elements of V, and U,,, By,,» denote unary and binary
potentials respectively. For each node n, we fix a maxi-
mum displacement K in each direction, leading to a total
of K2 possible displacements. Thus, the energy function
defined in (1) is a multi-label Markov random field (MRF')
where the labels correspond to the displacements. In the
experiment, K is set to 8.

The unary potential U, (dy) is defined as the negative

x? distance between F,, and F;, where F',, and Fln are

the feature vectors representing node n in graph G and G
respectively. The binary potential By, enforces spatial
consistency and acts as a spring;:

B = =Aldm — dn|| 2)

where ) is the positive spring constant. [; distance is used
to be robust to sparse distortion differences.
To get the similarity, we need to calculate the optimum

energy for matching graph G to graph G’ and the one for

matching graph G to graph G. The similarity between two
images is defined as

Smyn = max{n}lax E_.(dv)), max E_(d2)} 3)
1 2

where E_.(d1) and E_(d2) is the energy function for
matching G to G’ and matching G to G, respectively. We
use the 2-step curve expansionm] to optimize the energy
function. The similarities between all the pairs of images
are used to construct a kernel suitable for support vector
machine (SVM).

Compared to traditional feature matching methods, in
which the feature for each block could be only compared
with the corresponding block, the proposed graph matching
scheme is more robust to image rotations, since each block
(node) could be compared with multiple blocks (nodes)
and thus the chances of finding the corresponding block
in the rotated image is larger. Moreover, for rotated im-
ages, the structure of the image does not change a lot.
Since the binary potential enforces spatial consistency, the
graph matching could find the best match for each block
while also preserving the spatial consistency across adjacent
nodes. Fig.3 shows the difference between the traditional
feature matching and the graph matching proposed in this
paper. As we can see in Fig. 3 (a), for the traditional feature
matching, since each block of the image is only compared
with the corresponding block of the other one, the matching
is sensitive to image distortions. While for graph matching,
as we can see in Fig. 3 (b), the block z at (row 1, column 1)
in the first image is matched to block =’ at (row 2, column
1) in the rotated image, which is acquired by comparing x
with other nodes and choosing the best match 2’ while also
preserving the spatial consistency across adjacent nodes.

1.3 Combining multi-scale kernels

Since each image is represented by multiple graphs with
multi-scale image grids, we get multiple kernels by match-
ing graphs with different grids. Now we need to combine
the kernels so that complementary information by match-
ing graphs with multi-scale grids could be optimally in-
corporated into the final kernel. Campos et al.l?! proved
that multiple kernel learning (MKL) which combines all the
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features, performed better than each single feature. How-
ever, as shown by Gehler and Nowozin[M], simple kernel
combination methods, such as averaging kernel in (4) and
product kernel in (5), which are almost always left out in
comparisons yield equally good results but are magnitudes
faster than other combination methods, such as MKL[ls],
CG-Boost and LP-B". Thus, we compare the recognition
results with averaging kernel, product kernel as well as the
corresponding single kernel.

K@) =7 Y kn(ea) (4)
ky(@,a) = ([] knl@)” (5)

where k., is the kth kernel and F' is the total number of
kernels.

(a) (b)

Fig.3 The difference between the traditional feature matching
and graph matching ((a) Traditional feature matching in which
each block is only compared with the corresponding block;
(b) Graph matching in which each block is compared with

multiple blocks to get the best match while also preserving the
spatial constraint)

2 Experiments and results
2.1 Datasets

Two most commonly used datasets, the Chars74k
dataset®] and ICDARO03-CH!'?, are used to evaluate the
proposed approach. The Chars74k dataset contains 62
classes consisting of digits, upper and lower case letters.
Some images from the dataset are shown in Fig.4. As we
can see, the characters have different font styles, various
distortions and different degrees of rotations and some im-
ages have part of other characters in addition to the main
character. The second dataset, ICDARO03-CH, is the robust
character recognition dataset from ICDAR 2003, which is
quite similar to Chars74k dataset. Fig.4 shows some ex-
amples.
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Fig.4 Some examples from the Chars74k dataset (left) and
the ICDARO3-CH dataset (right)

2.2 Dataset splits

In order to compare our method with other methods, we
use the same evaluation framework as Campos[S]7 in which
the training images for Chars74k are 5 and 15 per class,
referred to as Char74k-5 and Chars74k-15 respectively and
the training images for ICDAR03-CH dataset is 5 per class.

For the Chars74k dataset, we randomly select 30 im-
age per class from which to get the training and test sets.
The test set is 15 images per class while the training set
varies from 5 to 15 images per class. For the ICDAR03-CH
dataset which consists of training and test sets, we ran-
domly select 5 images per class from the training set and
perform testing on the whole test set.

2.3 Kernel selection

In this experiment, we first evaluate the sensitivity of
the proposed method to the levels of image grids. we test
the performance of the proposed method with image grids
3x2,4x3,5x4,8x6,10 x 8, 20 x 16 using the same
training and test set. The results show that when the im-
age grid is too coarse, such as 3 x 2, the performance drops
significantly. The reasons lie in: 1) Since we only use 8
orientations of HOG to describe each block, when the grid
is too coarse, the extracted 8-d features could not represent
the region very well, and 2) The graph matching does not
work well at such coarse scale. When the image grid is 20
X 16, the performance also drops a lot. The reason lies in
the fact that the size of each region representing each node
is so small that it could not carry enough information for
matching the graphs. Thus, in the paper, we choose the
image grids which are not too coarse or too fine. In the
following experiments, four levels of image grids are used.

Next, we evaluate the performances of the averaging ker-
nel and the product kernel as well as each single kernel.
Kernel-based SVMUI® is used as the classifier. We use
Chars74k as the benchmark dataset. 15 images are ran-
domly chosen as training images per class. The results are
shown in Table 1. Each score is the average performance
over 50 runs. In the table, Kernel-1, Kernel-2, Kernel-3
and Kernel-4 represent the kernel acquired by matching
graph with grid size of 5 x 4, 8 x 6, 4 x 3 and 10 x 8
respectively. Kernel-average and Kernel-product are the
averaging and product kernel of the above four kernels
while Kernel-average3 are the averaging kernel of Kernel-1,
Kernel-2 and Kernel-4. From the results we can see that
before kernel combination, Kernel-1, Kernel-2 and Kernel-4
perform better than Kernel-3, while after combination, all
the combination kernels, Kernel-average, Kernel-product
and Kernel-average3 achieve better performance than each
single kernel. Moreover, the product kernel does not work
as well as averaging kernel. Among all the kernels, Kernel-
average which combines all the four kernels achieves the
highest recognition result. Surprisingly, however, Kernel-
average3, which combines three better kernels and excludes
the worst one, does not perform as well as Kernel-average
which combines all the four kernels equally, suggesting that
to some extent, the averaging kernel could acquire comple-
mentary information from the weaker kernels.

2.4 Comparison results with other methods

We test the proposed multi-scale graph-matching based

Table 1 Results of different kernels

Kernels Kernel-1 Kernel-2 Kernel-3

Kernel-4

Kernel-average Kernel-average3 Kernel-product

Chars74k-15 63.8+1.1 64.9+0.9 62.7+ 1.1

64.1 +0.6

69.6 £+ 0.8 68.5 £0.8 66.1 £0.8
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kernel for SVM (MGMK-SVM) on two challenging
datasets, Chars74k and ICDARO03-CH. The results along
with previously published results, including the shape
context®, the OCR software ABBYY! and HOG
columns!*!! are given in Table 2. As the evaluation method
proposed by Newell and Griffin*, each score is the av-
erage performance over 50 runs for the Chars74k and 10
runs for the ICDARO3-CH-5. The results show that the
proposed MGMK-SVM performs better than all the previ-
ously published methods. Specifically, the averaging kernel
achieves an increase of 12.5% than multiple kernel learn-
ing of BOW based features on Chars74k-15, suggesting that
the structure information ignored by BOW is better repre-

sented by the graph-matching based kernel. The proposed
MGMK-SVM also outperforms the HOG®! | which is used
as basic region descriptor for the graph, showing the su-
periority of the graph matching to the traditional feature
matching. Moreover, it also outperforms the best published
result acquired by multiscale HOG, proving the effective-
ness of the complementary information of the multi-scale
graph constructions as well as the structure information
captured by the graph-matching based kernel. The full re-
sults of MGMK-SVM, HOG and HOGC!M! for Chars74k
dataset, with training sets varying from 5 and 15 images
per class are shown in Fig.5 (a). The results show that
MGMK-SVM performs constantly better than multiscale

Table 2 Comparison results of different methods
Methods Chars74k-5 Chars74k-15 ICDARO03-CH-5
Shape context!®] 26.1+ 1.7 34.4 18.3
Geometric blurl®! 36.94 1.0 47.1 27.8
Multiple kernel learning!®! - 55.3 -
ABBYY!®] 18.7 18.7 21.2
HOG features!®! 45.34+ 1.0 57.5 51.5
HOG multiscale!'!] 49.1+1.3 58.8 + 1.2 48.3+1.2
HOG columns!*!] 57.7+ 1.1 66.5 + 1.2 57.140.9
MGMK-SVM 58.3 + 1.2 69.6 + 0.8 60.7 + 0.9
MGMK-Exp-SVM 58.5 4+ 1.1 69.9 4+ 0.8 61.3+ 1.0
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Fig.5 Performance of Chars74k dataset with increasing training images
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HOG with varied training images. We also test the recogni-
tion rate using the exponential kernel (MGMK-Exp-SVM)
and the results show that the performance could be fur-
ther improved, suggesting the effectiveness of using graph
matching energy between characters as the similarity mea-
sure.

2.5 Results of separate dataset

Although the proposed method achieves better result
than preciously published methods, the recognition rate
is still far from satisfactory. If we look into the dataset,
we find some letters are intrinsically difficult to recognize,
due to the similarity between the upper and lower case
letters, such as letter “c”, “I”, “0” and so on. Thus, in
order to evaluate the performance without this influence,
we also test the methods using only digits, only upper or
lower case letters. The performance alongside the results
reported by Newell and Griffin™! are shown in Fig.5 (b)
to5 (d). As we can see, with the increasing of training im-
ages, there is a constant growth of the recognition scores
of all the three methods and the proposed MGMK-SVM
constantly achieves better result. For digits, the proposed
method achieves a recognition score of about 94 %. How-
ever, for the upper case letters, the recognition score is
around 85 %, while for the lower case letters, the score is
only around 80 %, indicating that there is still room for
improvement.

3 Conclusions and discussions

In this paper, we propose a multi-scale graph-matching
based kernel for scene character recognition. Structure in-
formation is captured by representing each image with a
graph whose nodes correspond to a set of image regions
and the edges reflect the geometric constraint. Thus, the
similarity between two images is defined as the maximum
energy for matching the two graphs so that not only cor-
respondences are found for the nodes in the graph, the
spatial consistency across adjacent nodes is also well pre-
served. Furthermore, complementary information are ac-
quired by combining multi-scale graph-matching based ker-
nels so that the result could be further improved. Exper-
imental results on Chars74k and ICDARO03-CH datasets
show that the proposed method outperforms previously
published methods.

Although our approach has achieved promising perfor-
mance, there is still much room for improvement. By graph
matching, certain degree of structure information could be
considered. However, since we represent each image by a
graph with the same image grid, if two characters are not
in the same position of the image which is quite common in
the dataset, the representation might not be good enough.
Moreover, as different characters have different structures,
it might be more suitable to represent each character by a
graph with unique structure. In the future, we will try to
represent each image by more flexible graph so that more
valuable structure information could be acquired to further
improve the recognition accuracy.
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