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Abstract This paper deals with the mean-square exponen-
tial input-to-state stability (exp-ISS) of numerical solutions for
stochastic control systems (SCSs). Firstly, it is shown that a
finite-time strong convergence condition holds for the stochas-
tic θ-method on SCSs. Then, we can see that the mean-square
exp-ISS of an SCS holds if and only if that of the stochastic
θ-method (for sufficiently small step sizes) is preserved under
the finite-time strong convergence condition. Secondly, for a
class of SCSs with a one-sided Lipschitz drift, it is proved that
two implicit Euler methods (for any step sizes) can inherit the
mean-square exp-ISS property of the SCSs. Finally, numerical
examples confirm the correctness of the theorems presented in
this study.
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The well-known input-to-state stability (ISS) property
of deterministic systems originated in [1] and was investi-
gated quite intensively in recent years (see e.g. [2−9]). Es-
pecially, some concepts of exp-ISS for SCSs have appeared
in [10−12]. These concepts are extensions of ISS for deter-
ministic systems.

The exp-ISS of an SCS usually depends on the existence
of an appropriate control Lyapunov function. However, in
general, there is no effective method to find such control
Lyapunov function. This absence drives us to carry out
careful numerical simulations using a numerical method
with a small step-size ∆. Then, for the mean-square exp-
ISS, two key questions are raised.

Question 1. If the SCS satisfies mean-square exp-ISS,
can the numerical method preserve the mean-square exp-
ISS for sufficiently small ∆?

Question 2. If the numerical method satisfies mean-
square exp-ISS for small ∆, can we infer that the underlying
SCS also satisfies mean-square exp-ISS?

Results on answer of Question 1 and Question 2 for
uncontrolled stochastic systems can be found in [13−16].
The input-to-state stability of Runge-Kutta methods for
deterministic control systems was investigated in [17]. Fur-
thermore, the input-to-state stability of Euler-Maruyama
method for SCSs was investigated in [18]. However, there
appears to be still a large gap calling for further research on
the mean-square exp-ISS of stochastic high-order numerical
methods for SCSs. In addition, it is of great importance to
study control problems by using numerical methods. Since
the research on control problems (e.g., ISS) becomes much
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more difficult by using only conventional methods with re-
spect to the rapid development of some larger engineering
designs and so on.

Our aim in this study is to give definitely positive an-
swers to both Question 1 and Question 2 without an appro-
priate control Lyapunov function by drawing on the ideas
in [13−16]. The organization of this paper is as follows.
In Section 1, we give our definitions of mean-square exp-
ISS for SCSs and numerical methods. In Section 2, we
show that a required finite-time strong convergence condi-
tion holds for the stochastic θ-method on SCSs with glob-
ally Lipschitz coefficients and mean-square continuous ran-
dom inputs. On this basis, we show that the mean-square
exp-ISS of the SCSs is equivalent to that of the stochas-
tic θ-methods for sufficiently small step-sizes. In Section
3, we show that two implicit Euler methods can inherit
mean-square exp-ISS property for SCSs under a one-sided
Lipschitz condition on the drift. In Section 4, two numer-
ical examples are given to show the correctness of these
theorems.

Notations. Let Rn denote the n-dimensional Euclidean
space, Rn×m is the set of all n × m real matrices and Z
is the set of all integers. The quadruplet (Ω, F, {Ft}t≥0,P)
is a complete probability space with a filtration {Ft}t≥0

satisfying the usual conditions (i.e., it is right continuous
and F0 contains all P-null sets). The symbol E{·} stands
for the mathematical expectation. Let | · | denote both the
Euclidean norm in Rn and the trace norm in Rn×m. De-
note by L2

Ft
(Ω;Rn) the family of all Ft-measurable random

variables ξξξ : Ω → Rn such that E|ξξξ|2 < ∞. A function
γ : R+ → R+ is called a κ-function if it is continuous,
strictly increasing and γ(0) = 0.

1 The mean-square exp-ISS
Consider the following n-dimensional Itô SCS:

dyyy(t) = fff(yyy(t),uuu(t))dt + ggg(yyy(t),uuu(t))dw(t), t ≥ 0 (1)

where yyy(t) ∈ Rn,uuu(t) ∈ Rm are the state and the in-
put vectors of the system, respectively. The standard
p-dimensional Wiener process is denoted by w(t). The
set of admissible inputs, which is denoted by F(Rm), is
the set of all progressively measurable random functions
uuu : Ω × [0,∞) → Rm such that the supremum norm
|uuu|sup = sup{|uuu(t)|, t ≥ 0, a.s.} remains finite. Therefore,
for every t ≥ 0, the random input uuu is Ft ×Bt-measurable
(Bt is the σ-algebra of Borel subsets of [0, t]). As a direct
consequence each uuu(t) is Ft-adapted.

We always assume that fff : Rn × Rm → Rn and ggg :
Rn × Rm → Rn×p are both Borel measurable such that
the SCS (1) has a unique solution for all t ≥ 0, namely,
for every ξξξ ∈ L2

F0(Ω;Rn) and input uuu(t) ∈ F(Rm), there
exists a unique solution yyy(t; 0, ξξξ,uuu(t)) of SCS (1) starting
from ξξξ at t = 0. Throughout the present paper, we assume

fff(0, 0) = 0, ggg(0, 0) = 0 (2)

for the study of the equilibrium solution of (1).
Definition 1. SCS (1) is said to have the mean-square

exponential input-to-state stability (exp-ISS in short) if
there exists a κ-function β and positive constants M and
λ such that, for all initial data ξξξ ∈ L2

F0(Ω;Rn) and for all
random inputs uuu(t) ∈ F(Rm),

E|yyy(t)|2 ≤ ME|ξξξ|2e−λt + Eβ(|uuu|2sup), t ≥ 0 (3)

We refer to λ as a rate constant, M as a growth constant
and β as a gain function.
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We suppose that for SCS (1) a numerical method is avail-
able with a given positive step-size ∆ and its discrete ap-
proximations are denoted by xxxk ≈ yyy(k∆)(xxx0 = ξξξ). We also
suppose that there is a well-defined interpolation process
that extends the discrete approximation {xxxk}k∈Z+ to a con-
tinuous time approximation {xxx(t)}t∈R+ with xxx(k∆) = xxxk.
Parallel to Definition 1, we define the mean-square exp-ISS
for a numerical method.

Definition 2. For a given positive step-size ∆, a nu-
merical method is said to have the mean-square exp-ISS on
the SCS (1), if there exists a κ-function γ and positive con-
stants N and l such that, for all initial data ξξξ ∈ L2

F0(Ω;Rn)
and for all random inputs uuu(t) ∈ F(Rm),

E|xxx(t)|2 ≤ NE|ξξξ|2e−lt + Eγ(|uuu|2sup), t ≥ 0 (4)

We refer to l as a rate constant, N as a growth constant
and γ as a gain function.

2 Stochastic θθθ-methods
In this section, the following finite-time strong conver-

gence condition plays an important role in the numerical
method sharing the mean-square exp-ISS with the SCS (1).

Condition 1. For all sufficiently small ∆, the nu-
merical method applied to SCS (1) with initial condition
xxx0 = yyy(0) = ξξξ and random input u(t) ∈ F(Rm) satisfies,
for any T > 0,

sup
0≤t≤T

E|xxx(t)|2 ≤ Bξξξ,T,|uuu|sup (5)

where Bξξξ,T,|uuu|sup depends on ξξξ, T and |uuu|sup, but not upon
∆, and

sup
0≤t≤T

E|xxx(t)−yyy(t)|2 ≤ CT ∆( sup
0≤t≤T

E|xxx(t)|2)+DT ∆(E|uuu|2sup)

(6)
where CT and DT depend on T but not on ξξξ, ∆ and |u|sup.

Lemma 1. Suppose that a numerical method satisfies
Condition 1. Then the SCS (1) satisfies the mean-square
exp-ISS if and only if there exists a ∆ > 0 such that the
numerical method satisfies the mean-square exp-ISS with
rate constant l, growth constant N , gain γ, step-size ∆ and
global constants CT , DT for T := 1 + (4 log N)/l satisfying
conditions

C2T elT (∆ +
√

∆) + 1 +
√

∆ ≤ e( 1
4 )lT , CT ∆ ≤ 1 (7)

and

(D2T + C2T γ)(∆ +
√

∆) + γ
√

∆ ≤ 1, (DT + CT γ)∆ ≤ 1
(8)

Proof. Similar to the proof of Theorem 3 in [18], we
can easily see that the assertion in lemma holds for any
numerical methods satisfying Condition 1. ¤

Clearly, from Lemma 1, if we want to show the mean-
square exp-ISS of stochastic θ-methods equivalent to that
of SCS (1), we only need to show stochastic θ-methods sat-
isfy Condition 1.

Consider the following stochastic θ-method

xxxk+1 = xxxk + (1− θ)fff(xxxk,uuuk)∆+

θfff(xxxk+1,uuuk+1)∆ + ggg(xxxk,uuuk)∆wk (9)

where xxxk = xxx(k∆), ∆wk = w((k + 1)∆) − w(k∆),uuuk =
uuu(k∆) and θ ∈ [0, 1] is a free parameter. The choice
θ = 0 and 1 in (9) derives the widely-used Euler-Maruyama
method and the drift-implicit Euler method (19), respec-
tively. For the discrete approximations by (9), we introduce

the continuous approximation given by

xxx(t) = ξξξ +

∫ t

0

[(1− θ)fff(z1(s), U1(s))+

θfff(z2(s), U2(s))]ds +

∫ t

0

g(z1(s), U1(s))dw(s)

(10)

where

z1(t) =

∞∑

k=0

xxxk1[k∆,(k+1)∆)(t)

z2(t) =

∞∑

k=0

xxxk+11[k∆,(k+1)∆)(t)

U1(t) =

∞∑

k=0

uk1[k∆,(k+1)∆)(t)

U2(t) =

∞∑

k=0

uk+11[k∆,(k+1)∆)(t)

here 1G denotes the indicator function for the set G.
Assumption 1. Assume that both f and g are globally

Lipschitz continuous, that is,

|fff(yyy,uuu)− fff(ȳyy, ūuu)|2 ≤ K1(|yyy − ȳyy|2 + |uuu− ūuu|2) (11)

and

|ggg(yyy,uuu)− ggg(ȳyy, ūuu)|2 ≤ K2(|yyy − ȳyy|2 + |uuu− ūuu|2) (12)

for all yyy, ȳyy ∈ Rn and uuu, ūuu ∈ F(Rm), where K1 and K2 are
positive constants. Furthermore, we also assume that

E|uuu(t + ∆)− uuu(t)|2 ≤ L∆2E|uuu|2sup (L > 0) (13)

for all sufficiently small ∆ > 0, t ∈ R+ and uuu(t) ∈ F(Rm).
It implies that the random input uuu(t) is mean-square con-
tinuous.

The proof of following Lemmas 2∼ 4 are similar to that
of Lemmas A.1∼A.3 in [13], respectively.

Lemma 2. Under the global Lipschtiz conditions (11)
and (12), if K1θ∆ < 1, the equation (9) can be solved
uniquely for xxxk+1, with probability 1. See Lemma A.1 in
[13].

Lemma 3. Under the global Lipschtiz conditions (11)
and (12), for sufficiently small ∆, the discrete stochastic
θ-method solution (9) satisfies

E|xxxk+1|2 ≤ 2E|xxxk|2 + (6K2 + 1)∆E|uuu|2sup

for all k ≥ 0. See Lemma A.2 in [13].
Lemma 4. Under the global Lipschtiz conditions (11)

and (12), for sufficiently small ∆, the stochastic θ-method
solution (10) satisfies

sup
0≤t≤T

E|xxx(t)|2 < ∞ (14)

and

sup
0≤t≤T

{E|xxx(t)− z1(t)|2 ∨ E|xxx(t)− z2(t)|2} ≤ (15)

(2K2 + 1)∆ sup
0≤t≤T

E|xxx(t)|2 + (2K2 + 1)∆E|uuu|2sup

for all T > 0. See Lemma A.3 in [13].
Now we are ready to state our goal.
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Theorem 1. Under Assumption 1, for sufficiently small
∆, the stochastic θ-method solution (10) satisfies

sup
0≤t≤T

E|xxx(t)−yyy(t)|2 ≤ CT ∆ sup
0≤t≤T

E|xxx(t))|2 + DT ∆E|uuu|2sup

(16)
where

CT = 4T (2K1T + K2)(2K2 + 1)e4T (2K1T+K2)

and

DT = 2T (2K1T + K2)(4K2 + 3)e4T (2K1T+K2)

which are independent of ∆. This, together with Lemma 4,
shows that under Assumption 1, the stochastic θ-method
satisfies Condition 1.

Proof. It follows from (1) and (10) that for any 0 ≤ t ≤
T ,

xxx(t)− yyy(t) =

∫ t

0

((1− θ)[fff(z1(s), U1(s))− fff(yyy(s),uuu(s))] +

θ[fff(z2(s), U2(s)− fff(yyy(s),uuu(s)]) ds+
∫ t

0

(ggg(z1(s), U1(s))− ggg(yyy(s),uuu(s))) dw(s)

Hence, for sufficiently small ∆, the above equation yields

E|xxx(t)− yyy(t)|2 ≤ 2K1TE

∫ t

0

(|z1(s)− yyy(s)|2+

|U1(s)− uuu(s)|2 + |z2(s)− yyy(s)|2 + |U2(s)−

uuu(s)|2)ds + 2K2E

∫ t

0

(|z1(s)− yyy(s)|2 + |U1(s)−

uuu(s)|2)ds ≤ 4T (2K1T + K2)(2K2 + 1)∆

( sup
0≤t≤T

E|xxx(t)|2 + E|uuu|2sup)+

4(2K1T + K2)E

∫ t

0

|xxx(s)− yyy(s)|2ds+

2T (2K1T + K2)L∆2E|uuu|2sup ≤

4(2K1T + K2)E

∫ t

0

|xxx(s)− yyy(s)|2ds+

4T (2K1T + K2)(2K2 + 1)∆ sup
0≤t≤T

E|xxx(t)|2+

2T (2K1T + K2)(4K2 + 3)∆E|uuu|2sup (17)

if L∆ ≤ 1. An application of the continuous Gronwall
Lemma yields a bound of the form

E|xxx(t)− yyy(t)|2 ≤ CT ∆ sup
0≤t≤T

E|xxx(t))|2 + DT ∆E|uuu|2sup

Since this holds for any t ∈ [0, T ], the assertion (16) must
hold. ¤

From Condition 1, Lemma 1, and Theorem 1, we can
easily get Theorem 2.

Theorem 2. Under Assumption 1, the SCS (1) satis-
fies the mean-square exp-ISS if and only if there exists a
∆ > 0 such that the stochastic θ-method (9) satisfies the
mean-square exp-ISS.

3 Mean-square exp-ISS under a one-sided
Lipschitz condition

In this section, we show that two types of implicit Eu-
ler methods can inherit the mean-square exp-ISS property

of SCSs that have a one-sided Lipschitz drift and globally
Lipschitz diffusion terms. Therefore we put forth the fol-
lowing.

Assumption 2. There exist positive constants µ, ν and
c with 2µ− c > 0 such that

〈yyy − ȳyy,fff(yyy,uuu)− f(ȳyy, ūuu)〉 ≤ −µ|yyy − ȳyy|2 + ν|uuu− ūuu|2

|g(yyy,uuu)− g(ȳyy, ūuu)|2 ≤ c(|yyy − ȳyy|2 + |uuu− ūuu|2) (18)

for all yyy, ȳyy ∈ Rn, u, ūuu ∈ F(Rm).
The inequality (17), which can be said to be one-sided

Lipschitz condition, has been frequently referred in the
literature and plays a useful role in the stability analysis
of uncontrolled stochastic systems[13−14] and deterministic
systems[19], especially in the stiff case.

Suppose that yyy(t) and ȳyy(t) are the exact solutions of SCS
(1) with the initial data yyy(0) and ȳyy(0) and the random in-
puts uuu(t) and ūuu(t), respectively.

The corresponding numerical solutions are denoted by
xxxk and x̄xxk so as to satisfy xxxk ≈ yyy(k∆) (xxx0 = yyy(0)) and
x̄xxk ≈ ȳyy(k∆) (x̄xx0 = ȳyy (0)), respectively.

The following theorem provides a ground for study of the
mean-square exp-ISS of numerical methods for SCS (1).

Theorem 3. Under Assumption 2, any two solutions to
SCS (1) satisfy

E|yyy(t)−ȳyy(t)|2 ≤ E|yyy(0)−ȳyy(0)|2e−(2µ−c)t+
2ν + c

2µ− c
E|uuu−ūuu|2sup

and the SCS (1) possesses the mean-square exp-ISS with
rate constant λ = 2µ− c, growth constant M = 1 and gain
β = (2ν + c)/(2µ− c).

Proof. An application of the Itô formula to |yyy(t)−ȳyy(t)|2
implies

d|yyy − ȳyy|2 ≤ (2〈fff(yyy,uuu)− fff(ȳyy, ūuu), yyy − ȳyy〉+
|ggg(yyy,uuu)− ggg(ȳyy, ūuu)|2)dt + dM(yyy, ȳyy,uuu, ūuu)

where M(yyy, ȳyy,uuu, ūuu) = 2
∫ t

0
〈ggg(yyy(s),uuu(s)−ggg(ȳyy(s), ūuu(s)), yyy(s)−

ȳyy(s)〉dw(s) is a martingale. Under Assumption 2, an ex-
pectation operation after integration gives

E|yyy(t)− ȳyy(t)|2 − E|yyy(0)− ȳyy(0)|2 ≤

− (2µ− c)E

∫ t

0

|yyy(s)− ȳyy(s)|2ds+

(2ν + c)E

∫ t

0

|uuu(s)− ūuu(s)|2ds ≤

− (2µ− c)E

∫ t

0

|yyy(s)− ȳyy(s)|2ds+

(2ν + c)E

∫ t

0

e(2µ−c)(t−s)|uuu(s)− ūuu(s)|2ds ≤

− (2µ− c)E

∫ t

0

|yyy(s)− ȳyy(s)|2ds+

(2ν + c)
e(2µ−c)t − 1

2µ− c
E|uuu− ūuu|2sup

Then, from the Gronwall inequality, we have

E|yyy(t)− ȳyy(t)|2 ≤ (E|yyy(0)− ȳyy(0)|2+

(2ν + c)
e(2µ−c)t − 1

2µ− c
E|uuu− ūuu|2sup)e−(2µ−c)t ≤

e−(2µ−c)tE|yyy(0)− ȳyy(0)|2 +
2ν + c

2µ− c
E|uuu− ūuu|2sup
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Since ȳyy(t) ≡ 0 is a solution of the SCS (1) with the ini-
tial data ȳyy(0) ≡ 0 and the input ūuu(t) ≡ 0, the mean-square
exp-ISS of the SCS (1) follows immediately. ¤

As stated in Lemma 4.1 in [13], the Euler-Maruyama
method provides only a poor approximation of the solu-
tion, particulary in the case where the coefficients are not
globally Lipschitz. This is a similar phenomenon in the de-
terministic Euler case. Thus, in this section, we consider
the following two types of implicit Euler methods[13, 20].

1) The drift-implicit Euler method:

xxxk+1 = xxxk + fff(xxxk+1,uuuk+1)∆ + ggg(xxxk,uuuk)∆wk (19)

2) The split-step backward Euler methods:

xxx∗k = xxxk + fff(xxx∗k,uuuk)∆
xxxk+1 = xxx∗k + ggg(xxx∗k,uuuk)∆wk

(20)

Here the increment of the Wiener process ∆wk means
w((k + 1)∆)− w(k∆), xxxk = xxx(k∆) and uuuk = uuu(k∆).

The following lemma is partially similar to Lemma 4.3
of [13] and Lemma 3.4 of [20]. Hence we skip its proof.

Lemma 5. Under Assumption 2, given bbb(1), bbb(2) ∈ Rn,
random inputs uuu(1),uuu(2) ∈ F(Rm) and positive ∆, let

aaa(1), aaa(2) ∈ Rn satisfy the implicit equation

aaa(i) −∆fff(aaa(i),uuu(i)) = bbb(i), i = 1, 2

Then, the solutions aaa(1), aaa(2) satisfy

(1+2µ∆)|aaa(1)−aaa(2)|2 ≤ |bbb(1)−bbb(2)|2+2ν|uuu(1)−uuu(2)|2 (21)

Lemma 6. Under Assumption 2, any two solutions of
the drift-implicit Euler method or the split-step backward
Euler method satisfy

E|xxxk+1−x̄xxk+1|2 ≤ 1 + c∆

1 + 2µ∆
E|xxxk−x̄xxk|2+ 2ν + c∆

1 + 2µ∆
E|uuu−ūuu|2sup

(22)
and any solution satisfies

E|xxxk+1|2 ≤ 1 + c∆

1 + 2µ∆
E|xxxk|2 +

2ν + c∆

1 + 2µ∆
E|uuu|2sup (23)

Proof. For the drift-implicit Euler method (19), Lemma
5 gives

(1 + 2µ∆)|xxxk+1 − x̄xxk+1|2 ≤ |xxxk − x̄xxk + (ggg(xxxk, uk)−
ggg(x̄xxk, ūk))∆wk|2 + 2ν|uuuk − ūuuk|2 ≤
|xxxk − x̄xxk|2 + |(ggg(xxxk,uuuk)− ggg(x̄xxk, ūuuk))∆wk|2+
2〈(ggg(xxxk,uuuk)− ggg(x̄xxk, ūuuk))∆wk,xxxk − x̄xxk〉+
2ν|uuuk − ūuuk|2

Note that ∆wk ∈ Rp is composed of independent identi-
cally distributed N (0, ∆) entries which are independent of
Ftk . Then, taking expectations yield

(1 + 2µ∆)E|xxxk+1 − x̄xxk+1|2 ≤ E|xxxk − x̄xxk|2+
∆E|ggg(xxxk,uuuk)− ggg(x̄xxk, ūuuk)|2 + 2νE|uuu− ūuu|2sup ≤
(1 + c∆)E|xxxk − x̄xxk|2 + (2ν + c∆)E|uuu− ūuu|2sup

A similar analysis gives (22) for the split-step backward
Euler method.

The inequality (23) follows because x̄xxk ≡ 0 is a solution.
¤

The above Lemma leads to the following Theorem.

Theorem 4. Under Assumption 2, given any positive
∆, any two numerical solutions of the drift-implicit Euler
method or the split-step backward Euler method satisfy the
estimation

E|xxxk− x̄xxk|2 ≤ E|xxx0− x̄xx0|2e−γ̂(∆)k∆ +
2ν + c∆

2µ∆− c∆
E|uuu− ūuu|2sup

(24)
Moreover any solution satisfies the estimation

E|xxxk|2 ≤ E|xxx0|2e−γ̂(∆)k∆ +
2ν + c∆

2µ∆− c∆
E|uuu|2sup (25)

That is, both the drift-implicit Euler and the split-step
backward Euler methods possess the mean-square exp-ISS
with rate constant l = γ̂(∆), growth constant N = 1 and
gain γ = (2ν + c∆)/(2µ∆− c∆), where

γ̂(∆) :=
1

∆
log

(
1 + 2µ∆

1 + c∆

)
> 0

Also, given any ε > 0, there exists a postivie ∆∗ such that
for all 0 < ∆ ≤ ∆∗,

E|xxxk|2 ≤ E|xxx0|2e(−(2µ−c)+ε)k∆ +
2ν + c∆

2µ∆− c∆
E|uuu|2sup (26)

for all k ≥ 0.
Proof. From Lemma 6, we can easily obtain

E|xxxk − x̄xxk|2 ≤
(

1 + c∆

1 + 2µ∆

)k

E|xxx0 − x̄xx0|2+ (27)

1− ( 1+c∆
1+2µ∆

)k

1− 1+c∆
1+2µ∆

2ν + c∆

1 + 2µ∆
E|uuu− ūuu|2sup

Since 2µ − c > 0 implies γ̂(∆) = 1
∆

log( 1+2µ∆
1+c∆

) > 0

and 1+c∆
1+2µ∆

< 1, the inequality (24) follows directly from

(27). The inequality (25) follows because x̄xxk ≡ 0 is a so-
lution, and (26) is a consequence of the fact that γ̂(∆) =
2µ− c + O(∆).

¤
Remark 1. Summing up the statements of Theorems

3 and 4, we can see that the two types of implicit Euler
methods successfully capture the mean-square exp-ISS of
the SCS (1). Similar to Corollary 4.5 in [13], Theorem 4
can be applied for all positive ∆ because of the implicit
structure particularly in the methods. Furthermore, we
also note that the two types of implicit Euler methods and
the SCS (1) have the same growth constant, the same gain
(as ∆ = 1) and the same rate constant (as ∆ → 0).

4 Numerical examples
In order to verify the correctness of the above-

stated theorems, two numerical examples were per-
formed using Matlab. We utilized the Matlab rou-
tines for stochastic differential equations written by
Higham D J. They are free to download from
http://www.maths.strath.ac.uk/aas96106/algfiles.html.

Example 1. Consider the following one-dimensional lin-
ear stochastic control system

dyyy(t) = (−2yyy(t) + uuu(t))dt + (yyy(t) + uuu(t))dw(t), 0 ≤ t ≤ 16
(28)

Clearly, the system (28) satisfies Assumption 2 with µ =
1.5, ν = 0.5, c = 2. Then, Theorem 3 tells that (28) pos-
sesses the mean-square exp-ISS with rate constant λ = 1,
growth constant M = 1 and gain β = 3, that is, the esti-
mation

E|yyy(t)|2 ≤ E|ξξξ|2e−t + 3E|uuu|2sup (29)
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holds. Using the random number generator “randn” in
Matlab which can generate normally distributed pseudo
random numbers, the stochastic θ-methods (with θ =
0, 0.5, 1) are carried out through 1 000 sample paths over
0 ≤ t ≤ 16, with the step-size ∆ = 2−2, the initial condi-
tion ξξξ = 2 and the input uuu(t) varies randomly over [0, 1].

Fig. 1 E|xxx(t)|2 of solutions of the stochastic θ-methods for (28)

From Fig. 1, we see that the solutions of stochastic θ-
methods satisfy the estimation

E|xxx(t)|2 ≤ E|ξξξ|2e−t + 1

for all the θ values. Thus, by comparing the inequality
(29) and Fig. 1, we can say that Theorem 2 is well verified,
for the stochastic θ-methods (with θ = 0, 0.5, 1) share the
mean-square exp-ISS with system (28).

Example 2. Consider the following one-dimensional
nonlinear stochastic control system

dyyy(t) = (−2yyy(t)− yyy3(t) + uuu(t))dt + (yyy(t) + uuu(t))dw(t),

0 ≤ t ≤ 16 (30)

Note that (yyy−ȳyy)(yyy3−ȳyy3) ≥ 0 for any yyy, ȳyy ∈ R. Then, we
can easily show that the system (30) satisfies Assumption
2 with µ = 1.5, ν = 0.5, c = 2. Hence, Theorem 3 yields
the estimation

E|yyy(t)|2 ≤ E|ξξξ|2e−t + 3E|uuu|2sup (31)

i.e., (30) possesses the mean-square exp-ISS with rate con-
stant λ = 1, growth constant M = 1 and gain β = 3.

Numerical solutions of (30) by the Euler-Maruyama,
the drift-implicit Euler and the split-step backward Eu-
ler methods with 1 000 sample paths each are displayed in
Fig. 2. Here we employed the step-size ∆ = 2−2, the initial
condition ξξξ = 4 and the input uuu(t) varies randomly over
[0, 1].

From Fig. 2, we can see that the Euler-Maruyama
method does not reproduce the mean-square exp-ISS of the
nonlinear stochastic system (30), while the drift-implicit
Euler and the split-step backward Euler methods well in-
herit the stability property. This confirms Theorem 4.

Fig. 2 E|xxx(t)|2 of solutions of the three Euler methods for (30)

5 Conclusions

In this paper, we have restricted ourselves to the mean-
square exp-ISS of stochastic θ-method and implicit Euler
methods for SCSs. We have shown that the mean-square
exp-ISS of an SCS holds if and only if that of the stochastic
θ-method (for sufficiently small step sizes) is preserved. It
is interesting and important to analyze that how long the
step sizes can ensure the above result, or whether the step
size can be represented by the system parameters. How-
ever, this problem is a challenge, and can be made as our
next research focus. Furthermore, for a class of SCSs with
a one-sided Lipschitz drift, we have also shown that two
implicit Euler methods (for any step sizes) can inherit the
mean-square exp-ISS property of the SCSs.
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