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Predictive Control for Visual Servo Stabilization of

Nonholonomic Mobile Robots
CAO Zheng-Cai1, 2 YIN Long-Jie1 FU Yi-Li3 LIU Tian-Long1

Abstract Visual servo stabilization of nonholonomic mobile robots has gained extensive attention. However, currently, the solution
of the problem does not consider both the visibility constraints and the actuator limitations, so the designed controller is difficult
to realize satisfactory performance in practical application. In this paper, a predictive controller for the visual servo stabilization of
a mobile robot is presented. Firstly, a kinematic predictive stabilization controller utilized to generate the command of velocity is
introduced. Then, in order to make the actual velocity of the mobile robot asymptotically approach to the desired one, a dynamic
predictive controller is designed. The proposed predictive controller can deal with the constraints easily. Finally, several simulations
are performed, and the results illustrate that the proposed control scheme is effective to solve the visual servo stabilization problem.
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In recent years, the use of visual feedback for motion con-
trol of nonholonomic mobile robots (NMR) has received
wide attention and is a topic of great research interest.
Many studies have been carried out in this field and can
be divided into two main portions: visual tracking and
visual stabilization. In this paper, we consider the prob-
lem of visual servo stabilization of a nonholonomic mobile
robot with a monocular vision system onboard. The basic
idea is using visual information to drive the mobile robot
from an initial pose to the desired one, which is given by
an image previously taken at the desired pose. From the
point of view of control, the visual stabilization problem is
more challenging than the visual tracking problem of NMR,
because nonholonomic systems cannot be asymptotically
stabilized by any time-invariant continuous state feedback
control law. During the past decade, several control strate-
gies have been presented to obtain satisfactory control per-
formance for nonholonomic systems[1−3]. However, these
techniques cannot take the vision system into the feedback
loop, and it is assumed that full state feedback is available,
which is clearly not true for visual servoing systems because
of unknown depth information.

For the visual servo stabilization of NMR, much work
has been done. A traditional approach is to perform the
motion by computing the epipolar geometry between the
current image and the target one[4−6], but the estimation
of the epipolar geometry becomes ill conditioned for pla-
nar scenes, which are quite usual in human environments.
A good alternative is the homography-based approach[7−8],
but the homography model is not well defined if there is no
dominant plane in the scene or the feature points are not
coplanar. In [9], a switching controller based on the epipo-
lar geometry and the homography was proposed, which
avoided the drawbacks of each one and allowed a smooth
motion of the robot. Another feasible way is to use the tri-
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focal tensor[10]. Recently, Zhang et al.[11] presented a hy-
brid visual servo stabilization strategy based on a motion-
estimation technique, which can be applied in both planar
and nonplanar scenes and requires no matrix estimation
or decomposition. In [12], a robust stabilization controller
based on a two-phase technique was presented, which can
stabilize the mobile robot to the origin even though the
depth information and precise visual parameters were lack-
ing. The above cited works, however, only take the mo-
bile robot kinematics into account. There have been few
researches where the dynamics of the mobile robot is con-
sidered to achieve the visual servo stabilization. In [13], an
adaptive sliding-mode dynamic stabilizing controller was
proposed for an uncertain nonholonomic dynamic mobile
robot when the camera was fixed to the ceiling. In [14], a
dynamic feedback control law based on backstepping tech-
nique was presented for a wheeled mobile robot to perform
the position-based visual stabilization.

In summary, the aforementioned approaches are of im-
portant reference in visual servo stabilization of mobile
robots. However, these control schemes do not take the
visibility constraints and the actuator limitations in veloc-
ity and torque into account in the controller design, so the
visual data obtained from the camera may get lost, which
often leads to the failure of servoing. Recently, Allibert
et al.[15] proposed an image-based visual servoing for a 6
degrees of freedom free-flying camera via nonlinear model
predictive control which can easily deal with the 2D and 3D
constraints. Compared with the free-flying camera, mobile
robots have much larger working space and present com-
plex nonholonomic dynamics, which make it more difficult
for mobile robots to keep the target in the field of view.

In this paper, considering the robot kinematics and dy-
namics, asymptotic stabilization of the pose of a nonholo-
nomic mobile robot with a monocular camera fixed onboard
is achieved by exploiting the visual predictive control strat-
egy benefit from the work given in [15]. By using the non-
linear model predictive control approach, the visibility con-
straints, velocity limitations, and torque limitations can be
taken into account in the controller design easily. The de-
sign of the controller is divided into two parts, each part
being a controller itself. The first one is presented for the
kinematic model, the other one is applied to the dynamic
model. The simulation results show that the proposed pre-
dictive controller not only is capable of driving the mobile
robot to the desired pose, but also can make the target
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always remain visible.
This paper is organized as follows. In Section 1, the non-

holonomic mobile robot model, camera model, and robot-
camera-target model are introduced. In Section 2, the vi-
sual servo stabilization problem is stated. Then the pro-
posed control algorithm is developed in Section 3. Sim-
ulation results are given in Section 4. Finally, Section 5
concludes the paper.

1 Mathematical modeling

In this section, the nonholonomic mobile robot model
and the camera model are first briefly introduced. Then, a
robot-camera-target model is presented. These models are
key to the development of our controller.

1.1 Nonholonomic mobile robot model

As shown in Fig. 1, the mobile robot with two indepen-
dently driven wheels is used, and a monocular camera is
fixed on board. O-XY Z is the world coordinate system,
o-xryr is the coordinate system fixed to the robot, and C-
xcyczc is the camera coordinate system. The mass center o
of the robot is located at the middle of the driving wheels.
The camera is fixed along the yr axis, and the distance
from C to o is l. r is the radius of rear wheels and 2L is
the distance between rear wheels.

Fig. 1 Mobile robot with monocular camera

The kinematic model for the mobile robot under the non-
holonomic constraints of pure rolling and non-slipping can
be expressed in accordance with the frame defined in Fig. 1
as follows:

q̇qq =




ẋ(t)
ẏ(t)

θ̇(t)


 =



− sin θ(t) 0
cos θ(t) 0

0 1




[
ν(t)
ω(t)

]
(1)

where qqq = [x, y, θ]T is the state of the mobile robot, with
x(t), y(t) being the coordinates of o, and θ(t) the orien-
tation angle of the mobile robot. Additionally, ν(t) and
ω(t) are linear and angular velocities of the mobile robot,
respectively.

Assuming all the uncertainties and disturbances are zero,
the dynamic equation[16] of simple model of the mobile
robot can be described as

M̄MM(qqq)ν̇νν = B̄BBτ̄ττ (2)

where τ̄ττ = [τl, τr]
T consists of motor′s torque τl and τr,

which act on the left and right wheels, respectively. ννν =
[ν, ω]T represents the velocity vector.

Assuming τ1 = (τl + τr)/r, τ2 = L(τl − τr)/r, the dy-
namic equation (2) becomes

M̄MM(qqq)ν̇νν = τττ (3)

where τττ = [τ1, τ2]
T denote linear and angular torques, re-

spectively, which act on the body of the mobile robot. M̄MM
and B̄BB are selected as

M̄MM =

[
m 0
0 I

]
B̄BB =

1

r

[
1 1
L −L

]
(4)

with m being the mass of the body and I the moment of
inertia of the body about the vertical axis through o.

1.2 Camera model

The camera model shows the projective relationship be-
tween the target point in the 3D Euclidean space and its
corresponding point in the image plane. As shown in Fig. 1,
considering four static feature points in the scene as the
target, based on the perspective model[5], one can obtain





u = fku
xc

yc
+ u0

υ = fkυ
zc

yc
+ υ0

(5)

where (xc, yc, zc)
T is the 3D coordinate of feature point

P with respect to the camera frame, (u, υ)T is the corre-
sponding image pixel coordinate, f is the focal length of
the camera, ku, kυ are the number of pixels per unit dis-
tance in image coordinates, and (u0, υ0)

T is the coordinate
of the principal point in pixels.

Based on (5), the following 2D image coordinate ppp =
[ px py]T, which will be further used in the control de-
velopment, can be obtained:

[
px

py

]
=




f
xc

yc

f
zc

yc


 =




u− u0

ku
υ − υ0

kυ


 (6)

1.3 Robot-camera-target model

The robot-camera-target model describes the dynamic
relationship among the robot, camera and target. Based
on the geometric analysis for the coordinate systems shown
in Fig. 1, one can get





a = xr cos θ − yr sin θ + x
b = xr sin θ + yr cos θ + y
xr = xc

yr = yc + l

(7)

where (a, b) and (xr, yr) are the coordinates of point P with
respect to the world coordinate system and the robot coor-
dinate system, respectively. Clearly, a and b are constants.

Taking the time derivative of (7) and using (1), the
robot-camera-target model can be obtained as follows:





ẋc = ycω + lω
ẏc = −ν − xcω

θ̇ = ω
(8)

2 Problem statement

In general, the visual servo stabilization can be regarded
as using visual information to control a mobile robot to a
desired pose, which is specified by an image of the observed
target previously taken at the goal position. Therefore,
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when the mobile robot is stabilized to the desired pose, the
current and desired images will be the same.

Define the image coordinate of feature point P in the
desired image to be pppd = [pxd, pyd]T, and θd the desired
orientation of the mobile robot. To facilitate the subse-
quent development of our controller, the following coordi-
nate transformation is introduced:

sss =

[
s1

s2

]
=




px

py

− f

py


 , sssd =

[
s1d

s2d

]
=




pxd

pyd

− f

pyd


 (9)

Then the following composite error vector including both
image signals and orientation is defined:

eee =




e1

e2

e3


 =




s1

s2

θ


− TTT e




s1d

s2d

θd


 (10)

where

TTT e =




cos θe − sin θe 0
sin θe cos θe 0

0 0 1


 (11)

with θe = θ − θd, which can be estimation based on the
motion-estimated technique[11].

It can be observed from (10) and (11) that when the
error eee → 0, one can obtain

s1 → s1d, s2 → s2d, θ → θd (12)

Based on (9) and (12), the image coordinate px → pxd,
py → pyd, and θe → 0, that is, the current and desired
images are the same, the mobile robot reaches the desired
pose.

Therefore, the objective of the visual servo stabilization
is to design a controller τττ = [τ1, τ2]

T to obtain limt→∞eee = 0
and limt→∞τττ = 0.

Additionally, to ensure the target remains in the
camera′s field-of-view during the servoing process and the
mobile robot moves safely with a high velocity, two kinds
of constraints are considered in the controller design as fol-
lows:

1) Visibility constraints, such as limitations in image
pixel coordinate, which can keep the visual features always
visible {

umin ≤ u(t) ≤ umax

υmin ≤ υ(t) ≤ υmax
(13)

2) Control constraints, such as actuator limitations in
velocity and torque

{
νννmin ≤ ννν(t) ≤ νννmax

τττmin ≤ τττ(t) ≤ τττmax
(14)

To handle the constraints, nonlinear model predictive
control (NMPC) is applied to design the controller as de-
scribed in Section 3.

3 Predictive controller design

Due to the capability of constraint handling, NMPC,
which is an optimal control strategy, has become an in-
creasingly popular control technique used in industry. The
control problem is stated as a nonlinear constrained opti-
mization problem. The behavior of the system is predicted
based on the system model over a predictive horizon at each
sampling time. Then, using the predicted information, a

future sequence of control input is obtained by minimiz-
ing the objective function. Only the first control input of
the optimal control sequence is used. The same procedure
is repeated using the updated measurements and a shifted
horizon at the next sampling time. A more comprehensive
explanation of NMPC can be found in [17].

The extension of NMPC to visual servoing is named as
visual predictive control. In this section, based on NMPC,
a visual predictive stabilization controller, which consists
of the kinematic and dynamic controllers, is designed to
ensure that the mobile robot can be driven to the desired
pose while keeping the feature points always visible during
the visual servo process.

3.1 Kinematic controller

The kinematic controller is designed for the kinematic
model of the mobile robot. Substituting (6), (8), and (9)
for the time derivative of (10), the following error dynamic
model can be obtained:

ėee =




ė1

ė2

ė3


 =



−ωe2 + ωlα
να + ωe1

ω


 (15)

where α := 1/zc is constant due to the planar motion of
the mobile robot, and we assume that the height of feature
point in the camera frame is not equal to zero, that is,
zc 6= 0.

Applying the Euler approximation to (15), the following
discrete-time nonlinear error system can be obtained:

eee(k + 1) =




e1(k + 1)
e2(k + 1)
e3(k + 1)


 =




e1(k)− Tω(k)e2(k) + Tω(k)lα
e2(k) + Tν(k)α + ω(k)e1(k)

e3(k) + Tω(k)




(16)

where T is the sampling period, and (16) can be rewritten
in a compact representation as

eee(k + 1) = f(eee(k), ννν(k)) (17)

By creating a nonlinear discrete-time model (17) of the
error system, it is possible to use NMPC to control it. The
approach is to find the control inputs that minimize the
quadratic objective function by using a sequence quadratic
program (SQP). The quadratic objective function of the
system error and control input with a predictive horizon
Np is given by

J(k) =
Np∑
j=1

eeeT(k + j| k)QQQeee(k + j| k)+

Nc∑
j=1

νννT(k + j − 1| k)RRRννν(k + j − 1| k)

(18)

where Nc is the control horizon, QQQ and RRR denote sym-
metric positive definite weighting matrices. The notation
(k + j| k) represents the prediction made at instant k of a
value at instant k + j.

Based on (17), the prediction model can be obtained as
follows:

eee(k + j| k) = f(eee(k + j − 1| k), ννν(k + j − 1| k)), j ∈ [1, Np]
(19)



No. 8 CAO Zheng-Cai et al.: Predictive Control for Visual Servo Stabilization of · · · 1241

Using (6), (9), and (10), the value of the system error
measured at the current instant can be obtained as follows:

eee(k| k) =




e1(k| k)
e2(k| k)
e3(k| k)


 =




ku(u(k| k)− u0)

kυ(υ(k| k)− υ0)
− s1d cos(θe(k| k)) + s2d sin(θe(k| k))

−fkυ

υ(k| k)− υ0
− s1d sin(θe(k| k))− s2d cos(θe(k| k))

θe(k| k)




(20)
In addition, the visibility constraints in (13) and veloc-

ity limitations in (14) are considered to ensure the feature
points remain visible and the mobile robot moves safely
with a high velocity.

Consequently, the kinematic predictive stabilization con-
troller can be written as

ννν∗ = arg min
ννν

J(k) (21)

s.t.




eee(k| k) = eee0

eee(k + j| k) = f(eee(k + j − 1| k),
ννν(k + j − 1| k)), j ∈ [1, Np]

umin ≤ u(k + j| k) ≤ umax,
υmin ≤ υ(k + j| k) ≤ υmax, j ∈ [0, Np]
νννmin ≤ ννν(k + j| k) ≤ νννmax, j ∈ [0, Np − 1]

(22)

where eee0 denotes the value of the system error obtained at
the current time.

At each sampling time, the optimization problem (21)
is solved, generating the optimal control sequence of the
mobile robot velocity ννν∗ = {ννν(k| k), ννν(k + 1| k), · · · , ννν(k+
Nc|k), · · · , ννν(k + Np − 1| k)}.

From ννν(k + Nc + 1| k) to ννν(k + Np − 1| k), the control
input is equal to ννν(k + Nc| k) and is constant. The kine-
matic predictive stabilization control law is implicitly given
by the first component of ννν∗.

The objective of such a controller is to generate the de-
sired velocity νννc = [νc, ωc]

T of the mobile robot for the
dynamic controller.

3.2 Dynamic controller

The dynamic controller receives from the kinematic
controller the desired linear and angular velocities νννc =
[νc, ωc]

T which are obtained by (21), and generates the
torque to make the velocity error between the actual ve-
locity and the desired one asymptotically converge to zero.
In this subsection, based on the dynamic model given by
(3), a torque control law τττ = [τ1, τ2]

T is designed to stabi-
lize the system (15) and (3).

The dynamic model (3) can be rewritten as





ν̇ =
τ1

m

ω̇ =
τ2

I

(23)

Applying the Euler′s approximation to (23), the discrete-
time dynamic model of the mobile robot can be obtained
as 




ν(k + 1) = ν(k) + T
τ1(k)

m

ω(k + 1) = ω(k) + T
τ2(k)

I

(24)

and (24) can be rewritten as

ννν(k + 1) = f(ννν(k), τττ(k)) (25)

Based on (25), the predictive model can be formulated
as follows:

ννν(k + j| k) = f(ννν(k +j − 1| k), τττ(k +j − 1| k)), j ∈ [1, N̄p]
(26)

Define velocity error δδδ = νννc−ννν, then the quadratic objec-
tive function of the velocity error and control torque with
a predictive horizon N̄p and a control horizon N̄c can be
given by

ϕ(k) =
N̄p∑
j=1

δδδT(k + j| k)Q̄QQδδδ(k + j| k)+

N̄c∑
j=1

τττT(k + j − 1| k)R̄RRτττ(k + j − 1| k)

(27)

where Q̄QQ and R̄RR denote symmetric positive definite weight-
ing matrices. Furthermore, the torque limitation in (14) is
considered.

Therefore, the following dynamic predictive controller
can be obtained:

τττ∗ = arg min
τττ

ϕ(k) (28)

s.t.





ννν(k| k) = ννν0

ννν(k + j| k) = f(ννν(k + j − 1| k),
τττ(k + j − 1| k)), j ∈ [1, N̄p]

δδδ(k + j| k) = νννc(k)− ννν(k + j| k), j ∈ [1, N̄p]
τττmin ≤ τττ(k + j| k) ≤ τττmax, j ∈ [0, N̄p − 1]

(29)

where ννν0 is the value of the actual velocity at current time
k, and we set the initial value ννν(0) = 0.

At each sampling time, the constrained optimization
problem (28) is solved, generating an optimal control se-
quence τττ∗ = {τττ(k|k), τττ(k + 1|k), · · · , τττ(k + N̄c|k), · · · ,
τττ (k + N̄p − 1|k)}.

From τττ(k + N̄c + 1|k) to τττ(k + N̄p − 1|k), the control
torque is equal to τττ(k + N̄c|k) and constant. Only the first
argument, τττ(k|k), is applied to generate the actual velocity
of mobile robot using (24) and deliver the actual velocity
to robot servos.

4 Simulation results

In this section, several simulations are implemented in
Matlab to demonstrate the validity of the proposed con-
trol scheme, considering the robot′s physical parameters
m = 4 kg and I = 2.5 kg ·m2. The simulated images
are obtained through a virtual camera with a focal length
f = 6 mm, and the size of the virtual images is 640 × 480
pixels. In our simulations, four static points are used as
the target features. The initial pose of the mobile robot
is qqq0 = [1.5,−5, 0]T and the desired pose is qqqd = [0, 0, 0]T.
The distance from the mass center of the mobile robot to
the camera position is set to l = 0.1 m and the parameter
α is selected as α = 5m−1.

In all the presented simulations, the nonlinear con-
strained optimization problem is solved by the “fmincon”
function. The sampling time T is selected as T = 100ms,
the prediction horizons are Np = 5, N̄p = 3, and the control
horizon Nc = N̄c = 1. The weighting matrices are chosen
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as follows:

QQQ =




100 0 0
0 100 0
0 0 50


 , Q̄QQ =

[
120 0
0 120

]
(30)

RRR = R̄RR =

[
0.1 0
0 0.1

]
(31)

and the control constraints are selected as[ −3m/s
−1.5 rad/s

]
≤ ννν ≤

[
3m/s

1.5 rad/s

]
(32)

[ −50N ·m
−50N ·m

]
≤ τττ ≤

[
50N ·m
50N ·m

]
(33)

Simulation 1. The simulation is implemented for the
controllers defined in (21) and (28) without considering the
visibility constraints. The simulation results are shown in
Fig. 2.

From Fig. 2 (a), we can see that the mobile robot is driven
to the desired pose, which implies that the current image
is convergent to the desired image, as shown in Fig. 2 (b).
The corresponding behavior of the state of the mobile robot
is presented in Fig. 2 (c). We can see that the state vari-
ables x, y, and θ are all convergent to the desired values.
Fig. 2 (d) shows that the controller can correct the system
error quickly (about 7.8 s) and the system error asymp-
totically converges to zero. The actual velocities, desired
velocities, and torques obtained by the control algorithm
are shown in Fig. 2 (e)∼ (g). It is clear the presence of the
control constraints that these control inputs tend to zero
finally.

(a) Trajectory of the mobile robot on the X-Y plane

(b) Trajectories of the feature points in the image

(c) State variables of the mobile robot

(d) System error e1, e2, e3

(e) Actual and desired linear velocities

(f) Actual and desired angular velocities
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(g) Linear and angular torques

Fig. 2 Simulation results without visibility constraints

These results show the feasibility of the proposed ap-
proach. However, we can find that in Fig. 2 (b), two feature
points are at the edge of the image plane during servoing
process. When the control inputs increase or the robot is at
other initial pose, these two feature points may move out of
the image plane. For example, when the initial pose is se-
lected as qqq0 = [1.5,−3.5, 0]T, we can observe that these two
feature points escape beyond the camera field-of-view de-
picted in Fig. 3. In practical application, if some targets get
out of the camera field-of-view during servoing process, the
value of the current features can no longer be computed,
which leads to the interruption of the control algorithm,
i.e., the failure of servoing. Therefore, it is necessary to
take the visibility constraints into account.

Fig. 3 Trajectories of the feature points in the image

Simulation 2. In order to demonstrate the capability
of handling visibility constraints, the limitations in image
pixel coordinates of feature points are now considered as
follows:

[
umin = −240 pixels
υmin = −200 pixels

]
≤

[
u
υ

]
≤

[
umax = 240 pixels
υmax = 200 pixels

]

(34)
The simulation results are shown in Fig. 4.

As can be seen in Fig. 4 (a) and (b), the proposed con-
troller allows to satisfy both the stabilization task and the
visibility constraints. The robot trajectory on the motion
plane is modified to ensure that the feature points do not
get out of the field of view. The exponential behavior of the
mobile robot state is presented in Fig. 4 (c). From Fig. 4 (d),
we can observe that the system error can be corrected

quickly and tends to zero asymptotically. Fig. 4 (e)∼ (g)
show the actual velocities, desired velocities and torques,
respectively. We can note that the control signals are more
smooth compared with the results in Simulation 1.

Simulation 3. To test the robustness of the proposed
predictive controller, image noise with a standard deviation
of 0.2 pixels is added to the feature points. Furthermore,
a white noise distributed with amplitude of 0.02 is added
to the control inputs. The simulation results are demon-
strated in Figs. 5∼ 9. We can observe that the control ob-
jective can still be achieved with a quite small error despite
the existence of the external disturbances.

Therefore, all of the simulation results demonstrate that
the proposed control strategy is effective to solve the visual
servo stabilization problem while handling constraints.

(a) Trajectory of the mobile robot on the X-Y plane

(b) Trajectories of the feature points in the image

(c) State variables of the mobile robot
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(d) System error e1, e2, e3

(e) Actual and desired linear velocities

(f) Actual and desired angular velocities

(g) Linear and angular torques

Fig. 4 Simulation results with visibility constraints

Fig. 5 Trajectories of the feature points in the image

Fig. 6 State variables of the mobile robot

Fig. 7 Actual and desired linear velocities

5 Conclusions

Based on nonlinear model predictive control technique, a
two-stage visual predictive stabilization controller, combin-
ing both the kinematic and dynamic controllers, has been
proposed for a nonholonomic mobile robot. By expressing
the control objective as an optimization problem, the vis-
ibility and control constraints are easily dealt with in the
controller design. The designed predictive controller not
only is capable of driving the mobile robot to the desired
pose though the depth information is unknown, but also
can keep the feature points always visible during the visual
servo process. All the simulation results indicate that the
proposed strategy is indeed feasible and effective.
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Fig. 8 Actual and desired angular velocities

Fig. 9 Linear and angular torques
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