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Information Topology-independent Consensus Criteria

for Second-order Systems under Directed Graph
CAO Xi-Bin1 GUO Hai-Bo1 ZHANG Shi-Jie1

Abstract In this paper, consensus seeking of second-order systems without leaders is investigated under possibly switching directed
graphs. Two consensus algorithms using different cooperative schemes are proposed and some information topology-independent
criteria are obtained. For the first one, an eigenvalue-based analysis is taken to attain a sufficient and necessary condition for
consensus seeking under fixed directed graph. For the second one, consensus can be achieved as long as the union of the switching
graphs has a directed spanning tree frequently enough. Convergence analysis is presented, which is facilitated by an equivalent model
transformation into a cascaded system. A novel sufficient and necessary condition for consensus seeking under switching undirected
graph is also obtained using the same strategy. Moreover, robustness of both the algorithms to time-delays is studied under fixed
directed graph. Illustrative examples are also provided to show the effectiveness of the theoretical results.
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During the past decade, a surge of attention has been
paid to the consensus problem of multi-agent systems for its
broad application in formation control[1−2], flocking[3−5],
rendezvous[6], attitude synchronization[7−9] and so on. The
aim of consensus is to design a distributed control law so
that an agreement can be achieved for all agents in the net-
work. Yet, the consensus problem is not new and it has a
long history in computer science and especially in the field
of automatic control and distributed computation[10]. It
regains large amount of interest in recent years because of
the work of Reynolds[11], Vicsek et al.[12], and Jadbabaie
et al.[13], where both mathematical simulations and the-
oretical analysis indicate the emergence of collective be-
haviors of a multi-agent system via local information in-
terchange. As is proved in [1] and [14], the communica-
tion constraints of the network play key roles in the sys-
tem stability and performance. Motivated by these re-
sults, numerous efforts have been made to study consen-
sus problems under different communication conditions.
To name a few, Olfati-Saber et al.[15] prove that con-
nected undirected graph or strongly connected and bal-
anced graph is sufficient and necessary for average con-
sensus with fixed topology. This result is extended to con-
sensus seeking with dynamically changing topologies for
both continuous-time and discontinuous-time cases in [16],
where relaxed conditions are drawn for consensus seeking.
Similar result can also be found in [17]. Apart from these
leaderless consensus seeking problems, consensus problems
with leaders are also investigated under the framework of
leader-following consensus[18], consensus tracking[19] and
pinning control[20]. Also, consensus under networks with
delayed communications is also studied in the literature
by Lyapunov approaches or frequency domain analysis, see
[21−22] for example. All the aforementioned work assumes
that the communication or information interchange under-
goes all the time, which cannot well describe the interac-
tions among the agents in some real situations. To cope
with this problem, intermittent information interchange is
taken into consideration in [23−24], and recently in [25−26]
where a novel consensus protocol using synchronous in-
formation transmission is proposed for multi-agent sys-
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tems with second-order dynamics and nonlinear dynamics
with/without external disturbances, respectively. For more
details, please refer to the related literature.

Generally speaking, the main focus of interest in con-
sensus problems falls into the field of systems with single-
or double− integrator dynamics (see [16−17], [27−31] and
references therein). It is well known that the first-order
consensus can be achieved under very weak conditions even
when the undirected graph is not connected or the directed
graph has no directed spanning tree. For example, Ren
et al.[16] prove that a directed topology having a spanning
tree frequently enough can ensure the consensus of first-
order systems. Similar result is also given in [17]. For net-
works with diverse input and communication delays, Tian
et al.[22] show that the first-order consensus can still be
achieved under certain condition which is independent of
asymmetric communication delays as long as the informa-
tion flow has a directed spanning tree. Recently, using so-
called infinite integral graph, a novel result on first-order
consensus under undirected switching graph is obtained in
[32].

Unlike first-order consensus, consensus of second-order
systems is thought to be more challenging in the literature.
As is shown in [33−34], consensus may fail to be achieved
even if the fixed graph has a directed spanning tree. In ad-
dition, the closed-loop system may lose its stability when
more connections are added to the network. The negative
point results from the fact that existing criteria for consen-
sus achieving of second-order systems always involves the
information topology of the network, i.e., it is characterized
by the eigenvalues of the Laplacian matrix or the weighting
factors of the communication links (see [33−34], and refer-
ences therein). This means that the closed-loop system is
quite sensitive to the information topology of the network
and thus is prone to problems. For example, tedious cal-
culation of eigenvalues is required to get a stable control
gain for large-scale systems such as network with tens of
thousands of sensors. Moreover, much more efforts have
to be made to improve the robustness to the dynamically
changing information topology. In addition, if the weight-
ing factors are already determined for example by optimiza-
tion, undesired dynamics such as overshooting transient re-
sponse may occur because it is unable to choose control
gains freely. Therefore, it does make sense to develop algo-
rithms which can achieve consensus independently of the
information topology.

In this paper, we investigate leaderless consensus of
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second-order systems with possibly switching directed
graph. The content can be divided into two parts. In the
first part, we develop a two-hop consensus algorithm and
a sufficient and necessary condition for consensus seeking
under fixed directed graph is obtained.The robustness to
uniform constant delay is further discussed. In the second
part, motivated by the very recent work in [35], we first in-
vestigate a variant of a consensus algorithm, which is orig-
inally proposed in [36], with a switching directed topology.
It is proved that the second-order system can achieve con-
sensus asymptotically as long as the union of the switching
topology has a directed spanning tree frequently enough.
Compared with a similar result drawn in [35], our consen-
sus criterion admits of piecewise continuous weight factors
from any bounded set and hence applies to all switching di-
rected topologies but those switching infinitely fast. Note
that it is a more general and practical issue and is left unre-
solved in [35], thus we fill the gap in this sense. In addition,
we drive a sufficient and necessary condition for undirected
switching graph with the notion of integral graph as a spe-
cial case. To our best knowledge, no similar results on
second-order consensus have been reported in the litera-
ture. Afterwards, same strategy is extended to deal with
the case of system with diverse communication delay un-
der fixed directed graph. We prove that consensus can be
achieved independently of the time-delays as well as the
network topology, which extends the relevant result in [37].

The main contribution of this study is to present sev-
eral information topology-independent criteria for consen-
sus seeking, which relax and improve some of the obtained
results in the relevant literature. The rest of the paper is
organized as follows. In Section 1, preliminaries on notions
of graph and some lemmas are given. In Section 2, main
results obtained in this paper are presented. Illustrative
examples and conclusions are given respectively in Section
3 and Section 4.

1 Preliminaries and problem formula-
tion

1.1 Graph

A directed graph can be described by G = (V, E), where
V = {1, 2, · · · , n} is the node set, E ⊂ V ×V is the ordered
edge set. A directed path is an edge sequence of the form
(i1, i2), (i2, i3), (i3, i4) , · · · . A graph is said to have a di-
rected spanning tree if there is a node which has a directed
path to all the other nodes in the graph. The union of two
graphs is a graph whose node set and edge set are respec-
tively the unions of the node sets and edge sets of the two
graphs. The weighted adjacent matrix A = [aij ] ∈ Rn×n

of a directed graph is a matrix with non-negative elements,
and aij > 0 if and only if (j, i) ∈ En. The Laplacian matrix
of a directed graph is defined by L = D−A, where so-called
in-degree matrix D = [dij ] is a diagonal matrix with the di-
agonal elements dii =

∑n
j=1 aij . The neighbor set of node

i is a collection of all the nodes that has a directed edge
pointing to i. If the edge set is unordered pair of node
set, i.e., (j, i) ∈ En implies (i, j) ∈ En, and the adjacent
matrix A is symmetric, then G is an undirected graph. An
undirected graph is connected if there is an undirected path
between any two distinct nodes.

When graph G is used to describe the information flow of
a multi-agent system, an edge (i, j) ∈ E implies that agent
j can receive information from agent i. Note that both the
information and its adjacency matrix are not necessarily
time-invariant.

1.2 Useful lemmas

Lemma 1[16]. Let L be the Laplacian matrix of a fixed
directed graph, then L has a simple zero eigenvalue and all

the other eigenvalues have positive real parts if and only if
the graph has a directed spanning tree.

Lemma 2[38]. Let A (t), L (t) be the adjacency matrix
and Laplacian matrix of a switching directed graph G (t),
respectively. Suppose that A (t) is piecewise continuous and
its nonzero and hence positive entries are both uniformly
lower and upper bounded. Let t0, t1, · · · be the time at
which A (t) switches, and let ti − ti−1 ≥ tL, ∀i = 1, 2, · · ·
with tL being a positive constant. Then, ẋxx (t) = −L (t)xxx (t)
achieves consensus if there exists an infinite sequence of
contiguous, nonempty, uniformly bounded time-intervals[
tij , tij+1

)
, j = 1, 2, · · · starting at ti1 = t0, with the prop-

erty that the union of the directed graphs across each such
interval has a directed spanning tree.

Lemma 3[38]. Let C (t) = [cij (t)] ∈ Rn×n be piecewise
continuous, where cij (t) ≥ 0, ∀i 6= j, and

∑
j cij = 0, and

ΦC (t, t0) be the corresponding transition matrix. Then
ΦC (t, t0) is a row-stochastic matrix with positive diagonal
entries for any t ≥ t0.

Lemma 4[39−40]. If uuu (t) =
∫ t

t0
e−α(t−τ)ωωω (τ) dτ ,

where ωωω (t) is bounded and limt→∞ωωω (t) = ωωω∞, then
limt→∞ uuu (t) = ωωω∞/α.

Lemma 5[41]. Consider the exponential polynomial

P
(
λ, e−λτ1 , · · · , e−λτm

)
=

λn + p
(0)
1 λn−1 + · · · p(0)

n−1λ + p(0)
n +[

p
(1)
1 λn−1 + · · · p(1)

n−1λ + p(1)
n

]
e−λτ1 + · · ·+

[
p
(m)
1 λn−1 + · · · p(m)

n−1λ + p(m)
n

]
e−λτm

where τi ≥ 0 (i = 1, 2, · · · , m) and p
(i)
j (i = 1, 2, · · · , m; j =

1, 2, · · · , n) are constants. As (τ1, τ2, · · · , τm) vary, the sum
of the orders of the zeros of P

(
λ, e−λτ1 , · · · , e−λτm

)
on the

open right-half plane can change only if a zero appears on
or crosses the imaginary axis.

1.3 Problem formulation

We consider a network of n agents under a weighted di-
rected graph described above. The agents are governed by
the following double-integrator dynamics

ṙrri = vvvi,

v̇vvi = uuui, i = 1, 2, · · · , n
(1)

where rrri ∈ Rm and vvvi ∈ Rm are the position and velocity
of agent i, respectively, uuui ∈ Rm is the control input. The
aim of the second-order consensus is to design a distributed
control law such that system (1) achieves consensus asymp-
totically, i.e., for all initial conditions, rrri (t) → rrrj (t) and
vvvi (t) → vvvj (t) as t →∞, ∀i, j = 1, 2, · · · , n.

2 Consensus algorithms and informa-
tion topology-independent criteria

In this section, two consensus algorithms using different
cooperative schemes are designed. Criteria which are in-
dependent of the information topology are obtained under
fixed directed graph and switching directed graph, respec-
tively. The robustness of both the proposed algorithms to
time-delays under fixed directed graph is also given imme-
diately after the analysis of the basic algorithms.

2.1 Consensus algorithm under fixed topology

Provided that the information flow is fixed and time-
invariant, the following second-order consensus algorithm
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is designed

uuui = −γ

n∑
j=1

aij (vvvi − vvvj)−
n∑

j=1

lij

n∑

k=1

ajk (rrrj − rrrk),

∀i = 1, 2, · · · , n

(2)

where γ > 0 is a positive constant, aij is the element of
the weighted adjacency matrix and lij is the element of the
Laplacian matrix.

Note that the second term of the right-hand side
of (2) equals −lii

∑n
k=1 aik (rrri − rrrk) plus the sum of

−lij
∑n

k=1 ajk (rrrj − rrrk) or aij

∑n
k=1 ajk (rrrj − rrrk) for all

j 6= i. If agent j is a neighbor of agent i, then
aij

∑n
k=1 ajk (rrrj − rrrk) is a collection of the relative posi-

tions between agent j and its neighbors. Also note that
lii

∑n
k=1 aik (rrri − rrrk) can be seen as a weighted sum of the

relative positions between agent i and its neighbors with
new weight factor liiaik. Therefore, the consensus algo-
rithm (2) is a valid distributed cooperative control law,
and can be seen as a two-hop consensus algorithm in the
sense that the positions of one′s neighbor′s neighbors are
required to calculate the input.

2.1.1 Topology-independent consensus criterion

For algorithm (2), we have the following statement:
Theorem 1. If the directed graph is fixed, then consen-

sus of system (1) using second-order consensus algorithm
(2) with all γ ≥ 2 is achieved if and only if the graph
has a directed spanning tree. In addition, if the consen-
sus is achieved, then rrr (t)− 1nυυυT ⊗ Im (rrr (0) + vvv (0) t) → 0
and vvv (t) − 1nυυυ

T ⊗ Imvvv (0) → 0 as t → ∞, where rrr (t) =[
rrrT
1 , rrrT

2 , · · · , rrrT
n

]T
, vvv (t) =

[
vvvT

1 , vvvT
2 , · · · , vvvT

n

]T
, and υυυ is the

unique left eigenvector of L associated with the zero eigen-
value satisfying υυυT1n = 1.

Proof. Note that if the information flow has no directed
spanning tree, then at least two agents can neither directly
nor indirectly communicate with each other, which implies
it is unable to cooperate. Hence, the necessity is obvious.
In the following, we merely prove its sufficiency part.

Sufficiency. The closed-loop system of (1) and (2) can
be written in the matrix form as

[
ṙrr
v̇vv

]
= (Θ⊗ Im)

[
rrr
vvv

]
(3)

where

Θ =

[
0 In

−L2 −γL

]
(4)

Since the directed graph is fixed, the solution of (3) can
be given by

[
rrr (t)
vvv (t)

]
=

(
eΘt ⊗ Im

) [
rrr (0)
vvv (0)

]
(5)

Note that the eigenvalues of Θ can be derived from
det (λI2n −Θ) = 0, and also note that

det (λI2n −Θ) = det

([
λIn −In

L2 λIn + γL

])
=

det
(
λ2In + γλL + L2) =

n∏
i=1

(
λ2 + γλµi + µi

2) (6)

where det (λI2n −Θ) is the characteristic polynomial of Θ
and µi (i = 1, 2, · · · , n) is the eigenvalue of L. Therefore,

the eigenvalues of Θ are given by

λi± =
−γµi ±

√
(γ2 − 4) µ2

i

2
, i = 1, 2, · · · , n (7)

Since γ ≥ 2, (7) can be further written as

λi± =
−

(
γ ∓

√
(γ2 − 4)

)
µi

2
, i = 1, 2, · · · , n (8)

Thus, λi± = 0 if and only if µi = 0. In addition, the signs
of the real part of λi± and the real part of −µi are exactly
the same for each i ∈ V . Since the information flow has a
directed spanning tree, L has a simple zero eigenvalue and
all the others have negative real parts according to Lemma
1, which in turn implies Θ has a zero eigenvalue with al-
gebraic multiplicity 2 and all the other eigenvalues have
negative real parts.

Now we are going to show that its geometric multi-
plicity of zero eigenvalue equals one. To see this, let

qqq =
[
qqqT

a qqqT
b

]T
be a well-defined eigenvector of Θ asso-

ciated with zero eigenvalue, i.e.,

Θqqq =

[
0 In

−L2 −γL

] [
qqqa

qqqb

]
= 0 (9)

Then qqqb = 0 and L2qqqa = 0. Since the algebraic multiplicity
of zero eigenvalue of L2 equals that of L, zero is a simple
eigenvalue of L2. Therefore, the geometric multiplicity of

the zero eigenvalue of Θ equals one and
[
0T 1n

T
]T

is an
associated eigenvector.

Write Θ in its Jordan canonical form as

Θ = PJP−1 = [ppp1 ppp2 · · · ppp2n]×



0 1 01×(2n−2)

0 0 01×(2n−2)

0(2n−2)×1 0(2n−2)×1 J
′







υυυT
1

υυυT
2

...
υυυT

2n


 (10)

where pppi ∈ R2n (i = 1, 2, · · · , n) is the right eigen-
vector or generalized right eigenvector of Θ, υυυi ∈
R2n (i = 1, 2, · · · , n) is the left eigenvector or generalized

left eigenvector of Θ, and J
′

is the Jordan upper diagonal
block matrix associated with the nonzero eigenvalues.

Without loss of generality, we can choose a right eigen-

vector ppp1 =
[
1n

T 0T
]T

and a generalized right eigen-

vector ppp2 =
[
0T 1n

T
]T

. Then it can be verified that

υυυ1 =
[
υυυT 0T

]T
and υυυ2 =

[
0T υυυT

]T
are the generalized

left eigenvector and the left eigenvector, where υυυ is the non-
negative left eigenvector of L satisfying υυυT1n = 1. Then,
we obtain

eΘt = ePJP−1
=

P




1 t 01×(2n−2)

0 1 01×(2n−2)

0(2n−2)×1 0(2n−2)×1 eJ
′


 P−1 =

ppp1υυυ
T
1 + (ppp1t + ppp2)υυυT

2 + Q =[
1nυυυT 1nυυυTt

0 1nυυυT

]
+ Q (11)

where Q = [ppp3 ppp4 · · · ppp2n] eJ
′
[υυυ3 υυυ4 · · · υυυ2n]

T
.

Since Q → 0 as t → ∞, it follows from (9) and (5) that
rrr (t) − 1nυυυT ⊗ Im (rrr (0) + vvv (0) t) → 0 and vvv (t) − 1nυυυ

T ⊗
Imvvv (0) → 0 as t →∞. ¤
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Remark 1. When the directed graph changes over
time, a similar conclusion like Theorem 5.2 in [33] can be
obtained. It can be verified that consensus can still be
achieved with no more efforts but to ensure that the graph
has a directed spanning tree at all time-intervals and the
dwell time is large enough.
2.1.2 Robustness to time-delays

Consider a network with input delays. If the time-delays
are constant and uniform, then the delay-free algorithm can
be modified as follows:

uuui =− γ

n∑
j=1

aij(vvvi (t− τ)− vvvj (t− τ))−

n∑
j=1

lij

n∑

k=1

ajk(rrrj (t− τ)− rrrk (t− τ))

(12)

where τ > 0 is the constant time-delay and γ > 0.
The closed-loop system in this case can be written in the

matrix form

ṙrr = vvv

v̇vv = −2Lvvv (t− τ)− L2rrr (t− 2τ)
(13)

Motivated by Theorem 2 in [34], we have the following
results:

Lemma 6. System (13) has a zero eigenvalue, and its
algebraic multiplicity equals 2k if and only if the algebraic
multiplicity of the zero eigenvalue of L equals k.

Proof. The characteristic equation of (13) can be given
by

det

([
λIn 0
0 λIn

]
−

[
0 In

0 0

]
−

[
0 0

−L2e−λτ −γLe−λτ

])
=

det

([
λIn −In

L2e−λτ λIn + γLe−λτ

])
=

det
(
λ2In + γλLe−λτ + L2e−λτ

)
=

n∏
i=1

(
λ2 + (γλ + µi) µie

−λτ
)

= 0 (14)

where µi (i = 1, 2, · · · , n) is the eigenvalue of L.
Letting µ = α + jβ, λ = c + jd, and taking into account

of λ2 + (γλ + µ) µe−λτ = 0, we obtain

c2 − d2 + e−cτ (
(
γcα + α2 − γdβ − β2) cos (dτ)+

(γcβ + γdα + 2αβ) sin (dτ)) = 0
(15)

2cd + e−cτ (− (
γcα + α2 − γdβ − β2) sin (dτ)+

(γcβ + γdα + 2αβ) cos (dτ)) = 0
(16)

From (15) and (16), it can be verified that c = d = 0 if
α = β = 0 and α = β = 0 if c = d = 0. Hence, λ = 0 if and
only if µ = 0. Since L has at least one zero eigenvalue, zero
is surely an eigenvalue of (13). The relation of the algebraic
multiplicity can easily be drawn from (14). ¤

Lemma 7. If the graph has a directed spanning tree,
then the closed-loop system (13) has a purely imaginary
root only if

τ ∈ Ψ =

{
ϕ0 + 2kπ

|ω0| | k = 0, 1, 2, · · ·
}

(17)

where cos (ϕ0) =
(
α2 − (γ |ω0|+ β) β

)
/ω2

0 , sin (ϕ0) =

(2αβ + γ |ω0|α)/ω2
0 with 0 ≤ ϕ0 < 2π, and ω0 is the real

root of the following equation

ω4
0 =

(
α2 + β2) (

α2 + (β + γω0)
2) (18)

Proof. Suppose λ = jω is a purely imaginary root
of (13). Let cos (ϕ) =

(
α2 − (γω + β) β

)
/ω2 , sin (ϕ) =

(2αβ + γωα)/ω2 with 0 ≤ ϕ < 2π, it follows from (15) and
(16) that

−ω2 +
√

(α2 + β2)
(
α2 + (β + γω)2

)
cos (ϕ− ωτ) = 0

(19)

sin (ϕ− ωτ) = 0 (20)

Therefore, ϕ − ωτ = 2kπ (k = 0,± 1,± 2, · · · ) and ω2 =√
(α2 + β2)

(
α2 + (β + γω)2

)
. Using the fact that τ > 0,

we know τ = (ϕ− 2kπ) /ω (k = 0,−1,−2, · · · ) if ω > 0 and
τ = (2kπ − ϕ) / |ω| (k = 1, 2, · · · ) if ω < 0.

Note that if µ = α+jβ is an eigenvalue of L, then µ = α−
iβ is also an eigenvalue of L. Also note that if ω is a real root
of (18) for some β, then −ω is a real root of (18) for −β as

well. Hence, for each ϕ given above, there exists a ϕ
′

such

that cos
(
ϕ
′)

=
(
α2 − (γ (−ω) + (−β)) (−β)

)
/(−ω)2 =

cos (ϕ) and sin
(
ϕ
′)

= (2α (−β) + γ (−ω) α)/(−ω)2 =

− sin (ϕ), which means that ϕ
′
can be given by ϕ

′
= 2π−ϕ.

Therefore, we have

τ ∈ Ψ =

{
ϕ− 2kπ

ω
| ω > 0, k = 0,−1,−2, · · ·

} ⋃

{
2kπ − ϕ

|ω| |ω < 0, k = 1, 2, · · ·
}

=

{
ϕ + 2kπ

|ω| | ω > 0, k = 0, 1, 2, · · ·
} ⋃

{
2π − ϕ + 2kπ

|ω| | ω < 0, k = 0, 1, 2, · · ·
}

=

{
ϕ + 2kπ

|ω| | ω > 0, k = 0, 1, 2, · · ·
} ⋃

{
ϕ
′
+ 2kπ

|ω| | ω < 0, k = 0, 1, 2, · · ·
}

=

{
ϕ0 + 2kπ

|ω0| | k = 0, 1, 2, · · ·
}

(21)

¤
Theorem 2. Suppose the directed graph is fixed and

γ ≥ 2. The retarded consensus algorithm (12) can achieve
consensus if the graph has a directed spanning tree and

τ < τmax = min

{
ϕ0i

|ω0i|
}

(22)

where cos (ϕ0i) =
(
α2

i − (γ |ω0i|+ βi) βi

)
/ω2

0i , sin (ϕ0i) =

((2βi + γ |ω0i|) αi)/ω2
0i with 0 ≤ ϕ0i < 2π, and ω0i is the

real root of the following equation

ω4
0i =

(
α2

i + β2
i

) (
α2

i + (βi + γω0i)
2) (23)

where αi and βi are respectively, the real part and imagi-
nary part of the nonzero eigenvalue of L.

Proof. From the proof of Theorem 1, we know that
the second-order consensus is achieved for the delay-free
case (τ = 0). In addition, the closed-loop system has
a zero eigenvalue with algebraic multiplicity 2 and all
the other eigenvalues have negative real parts. Accord-
ing to Lemmas 5 and 7, the signs will not change un-
til τ reaches the smallest positive number τmax of the set
Ψi = {(ϕ0i + 2kπ)/|ω0i| | k = 0, 1, 2, · · · }. Then consensus
can be obtained for all 0 ≤ τ < τmax. ¤
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Remark 2. From (22), it follows that 0 ∈ Ψi and hence
τmax = 0 if ϕ0i = 0, which means no time-delay is allowed
in this case. However, it will never appear since ϕ0i 6= 0
for all nonzero eigenvalues if the network has a directed
spanning tree and γ ≥ 2. To see this, suppose that on
the contrary, ϕ0i = 0, we have sin (ϕ0i) = 0 and hence
2βi + γ |ω0i| = 0 since αi > 0. Together with (23), it is
obtained ω2

0i ≥ α2
i + β2

i . Hence, ω2
0i = 4β2

i /γ2 ≥ α2
i + β2

i ,
which contradicts with γ ≥ 2. Therefore, Theorem 2 jus-
tifies the robustness of the two-hop consensus algorithm to
uniform delay in the network. However, the consensus cri-
terion given in (22) is still involved with the eigenvalues of
the Laplacian matrix and hence is unexpected as discussed
previously. In the following, we will further our efforts
to find a more powerful cooperative control law so that
the consensus criterion for time-delay cases is topology-
independent.

2.2 Consensus algorithm under possibly switching
topology

In this subsection, we investigate the consensus problem
in possibly switching directed graph and hence G (t), A (t),
and L (t) are used to describe the possible switching of the
topology. The algorithm to be studied is given by

uuui =−γvvvi−γ

n∑
j=1

aij (t) (rrri−rrrj)−
n∑

j=1

aij (t) (vvvi−vvvj) (24)

where γ > 0 is a positive constant, aij (t) ∈ [a−, ā] with

ā > a− > 0 if (j, i) ∈ E and aij (t) ≡ 0 otherwise.

Compared with the proposed two-hop algorithms, (24)
implies each agent must use −γvvvi as well as its relative
states with its neighbors to coordinate the whole group.
Hence, consensus is achieved at the cost of absolute mea-
surements as well as relative measurements.
2.2.1 Topology-independent consensus criterion

If the directed graph is fixed, the eigenvalue-based anal-
ysis used in the previous subsection could also be taken to
show the convergence of the algorithm. However, a novel
approach is utilized here in order to facilitate the analy-
sis and to show that consensus can achieve even under a
switching graph that may not have a directed spanning
tree.

Theorem 3. Let t0, t1, · · · be the time at which A (t)
switches and assume that ti − ti−1 ≥ tL, ∀i = 1, 2, · · ·
with tL being a positive constant. Then the system of
(1) and (24) achieves consensus asymptotically if there ex-
ists an infinite sequence of contiguous, nonempty, uniformly
bounded time-intervals

[
tij , tij+1

)
, j = 1, 2, · · · starting at

ti1 = t0, with the property that the union of the directed
graphs across each such interval has a directed spanning
tree.

Proof. Write (1) and (24) in matrix form:

ṙrr = vvv
v̇vv = −γ (L (t)⊗ Im)rrr − (L (t) + γIn)⊗ Imvvv (25)

It is easy to be verified, with the equivalent transforma-
tion given in (27), that system (25) is equivalent to the
following system:

ẋxx = −γxxx + γyyy

ẏyy = − (L (t)⊗ Im)yyy (26)

xxx = rrr

yyy = rrr +
1

γ
vvv (27)

According to Lemma 2, the y-subsystem of (26) achieves

consensus for all initial states, thus yyy (t) → 1nξξξT ⊗ Imyyy (0)

as t → ∞ for some column vector ξξξ ∈ Rn. Note that
yyy (t) is given by yyy (t) =

(
ΦL(t) (t, t0)⊗ Im

)
yyy (0), with

ΦL(t) (t, t0) ⊗ Im being the corresponding transition ma-
trix. Also note that ΦL(t) (t, t0) is a row-stochastic ma-
trix according to Lemma 3. Hence, we have ‖yyy (t)‖∞ =∥∥(

ΦL(t) (t, t0)⊗ Im

)
yyy (0)

∥∥
∞ ≤ ‖yyy (0)‖∞, i.e., yyy (t) is

bounded by the initial states. Since (26) is a cascaded
system of an exponentially stable system and a first-order
consensus algorithm, with the latter being the driving sys-
tem, it follows from Lemma 4 that xxx (t) → 1nξξξT ⊗ Imyyy (0)
as t →∞. Then, using (27), it can be verified that rrr (t) →
1nξξξT ⊗ Im (rrr (0) + vvv (0) /γ) and vvv (t) → 0 as t →∞, which
means consensus of the original system (25) is achieved. ¤

Remark 3. The variants of consensus algorithm (24)
are originally proposed in [36] for formation control under
fixed topology, and are also investigated recently in [35] un-
der both fixed and switching topology. However, the weight
factors of (24) in this study could be piecewise continuous,
which means the weight factors and the dwell time of the
topology are no longer restricted to a finite set. There-
fore, we not only extend the result of [36] to the case with
switching directed topology, but also extend the result of
[35] to the case with topology that could be any graph but
those switching infinitely fast. In this sense, we address the
general and practical issue left unresolved in [35].

The following corollary results directly from the fact that
having a spanning tree is a necessity for leaderless consen-
sus under a fixed directed graph.

Corollary 1. Assuming A (t) is constant and hence
G (t) is fixed, consensus of (1) and (24) is achieved if
and only if G (t) has a directed spanning tree. In addi-
tion, if the consensus is achieved, then rrr (t) → 1nυυυT ⊗
Im (rrr (0) + vvv (0) /γ) and vvv (t) → 0 as t → ∞, where υυυ is
the unique left eigenvector of L associated with the zero
eigenvalue satisfying υυυT1n = 1.

Remark 4. If the interactions between all the agents are
bidirectional, another novel and generalized result could be
drawn by taking the advantage of the results in [32]. In
fact, we have the following results.

Theorem 4. If G (t) is a switching undirected graph and
the Laplacian matrix is piecewise continuous, then consen-
sus is achieved if and only if its integral graph of G (t) on
[0, +∞) is connected (see [32] for the definition of average
consensus and integral graph). In addition, if consensus is
achieved, then rrr (t) → (1/n) 1n

T⊗ Im (rrr (0) + vvv (0) /γ) and
vvv (t) → 0 as t →∞.

Proof. The proof depends heavily on the fact that sys-
tem ẏyy = − (L (t)⊗ Im)yyy achieve average consensus un-
der a switching undirected graph if and only if G[0,∞) is
connected, where G[0,∞) is the integral graph of G (t) on
[0, +∞)( See Theorem 4.1 in [32]). With this knowledge,
we have:

Necessity. If G[0,∞) is not connected, then yyy cannot
achieve consensus, which in turn implies that rrr (t) and vvv (t)
cannot achieve consensus from (27).

Sufficiency. If G[0,∞) is connected, then yyy achieves

average consensus and hence yyy (t) → 1nξξξT ⊗ Imyyy (0) as
t →∞ with ξξξ = (1/n) 1n in this case. From [32], we know
that ‖yyy (t)‖ is nonincreasing and every entry is bounded by
‖yyy (0)‖. Thus ‖yyy (t)‖ is bounded all the time. The rest of
the proof is similar to the related part in Theorem 3 and
hence is omitted. ¤

2.2.2 Robustness to time-delays

Considering a network with constant communication de-
lays, we still assume the information flow is time-invariant
in this case. The second-order consensus algorithm (24)
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now is modified to

uuui = −γvvvi − γ

n∑
j=1

aij

(
rrri(t)− rrrj (t− τij))−

n∑
j=1

aij(vvvi(t)− vvvj(t− τij)

)
(28)

where τij is the constant communication delay between
agents i and j.

Since τij need not be equal to τji, asymmetric commu-
nication delays are allowed. Before the statement on the
robustness of (28), we need the following lemma which can
be found in [22].

Lemma 8[22]. Considering the following continuous-
time system with communication delays

ẋxxi (t) = −
n∑

j=1

aij (xxxi (t)− xxxj (t− τij)), ∀i = 1, 2, · · · , n

(29)
consensus is achieved if the directed graph is fixed and has
a directed spanning tree.

Theorem 5. Assuming A (t) is constant and hence G (t)
is fixed, consensus of system (1) and (28) can be achieved
if and only if G (t) has a directed spanning tree.

Proof. It is easy to be verified that the close-loop system
(1) with (28) is equivalent to the following system using the
equivalent transformation (27)

ẋxxi = −γxxxi + γyyyi

ẏyyi = −
n∑

j=1

aij

(
yyyi (t)− yyyj (t− τij)

)
, ∀i = 1, 2, · · ·n (30)

Thus, if G (t) has a directed spanning tree, yyyi
(i = 1, 2, · · · , n) will converge to a common value accord-
ing to Lemma 8, which means the second subsystem of
(30) achieves consensus asymptotically. Since yyyi (t) is con-
tinuously differentiable and converges as t tends to infinity,
yyyi (t) and hence yyy (t) is bounded with respect to time. The
rest of the proof for the consensus of the whole system (30)
proceeds along the same lines of Theorem 3 and hence is
omitted again.

Note that having a directed spanning tree is necessary
for reaching consensus in a fixed topology, the necessity is
obvious. ¤

Remark 5. Leaderless consensus of second-order sys-
tems with both input delays and asymmetric communica-
tion delays is studied in [37], and a sufficient condition
for consensus is given. Although the consensus criteria
are independent of the communication delays, the velocity
damping coefficient has to be above some constant which is
weight-dependent even the input delays are equal to zero.
In this sense, the consensus criterion obtained here extends
the result of [37] to a more generalized condition.

Remark 6. Note that the main idea behind the analy-
sis of Theorem 3 to Theorem 5 is to transform the second-
order system to an exponentially stable system cascaded
by a first-order consensus algorithm so that existing results
on first-order consensus can be taken to facilitate the anal-
ysis. Thus, the results obtained here can also be extended
to dynamically changing topologies with coupling delays by
noting the result in [42].

3 Illustrative examples

In this section, simulations are carried out to val-
idate the effectiveness of the proposed algorithms.
For simplicity, all the results are obtained under

a network with four agents whose initial states

are given as rrr1 (0) = [9 3 −7]
T
m, rrr2 (0) =

[−5 −2 4]
T
m, rrr3 (0) = [3 −6 2]

T
m, rrr4 (0) =

[2 −3 8]
T
m, vvv1 (0) = [0.1 0.2 −0.1]

T
m/s, vvv2 (0) =

[−0.2 −0.1 0.3]
T
m/s, vvv3 (0) = [−0.3 0.3 0.1]

T
m/s,

vvv4 (0) = [0.1 −0.2 −0.1]
T
m/s. The weight factors of

the topology are given as aij = 1 if (j, i) ∈ En and aij = 0
if (j, i) /∈ En.

As for the two-hop consensus algorithms (2) and (12),
the network topology shown in Fig. 1 (a) is chosen. It
can be verified that the graph has a directed spanning
tree and that the time-delay bound given in Theorem 2
is τmax = 0.1895. We chose γ = 3 and τ = 0.189 so that all
the assumptions in Theorem 1 and Theorem 2 are satisfied.
Fig. 2 and Fig. 3 are the results of the network without de-
lays and with delays, respectively. It is easy to see that all
the positions as well as the velocities of the agents achieve
consensus asymptotically in both the cases. In addition,
the positions change over time while the velocities finally
converge to a constant. This may be understood intuitively
since only relative measurements are used to coordinate and
hence we cannot expect a final convergence of the absolute
states.

Fig. 1 Network topology and information flow

Fig. 2 Consensus of two-hop algorithm without delays

As for the one-hop consensus algorithm (24), we assume
the network topology changes following the logic shown in
Fig. 1 (b), where Gi (i = 1, 2, · · · , 5) is an optional topology
at certain time. Specifically, the topology switches from Gi

to Gi+1 if 1 ≤ i < 4 and to G1 otherwise, with a dwell time
being is randomly chosen between 1 s and 1.5 s. Each of the
weight factors is chosen to be 1+0.5 sin (2t) if it is not zero.
Note that the topology union is the same as the topology
given in Fig. 1 (a) which has a directed spanning tree. Thus
the assumptions of Theorem 3 are satisfied. Fig. 4 presents
the result of the positions and the velocities with γ = 5. To
show the robustness of the algorithm against asymmetric
delays, the topology is fixed and is assumed to be the union
graph of the topology or Fig. 1 (a). Each of the time delays
in (28) now is randomly chosen between 1.4 s and 1.6 s. The
results are shown in Fig. 5. It is easy to see that both the
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positions and the velocities synchronize finally and hence
consensus is achieved.

Fig. 3 Consensus of two-hop algorithm with delays

Fig. 4 Consensus of one-hop algorithm under switching
topology

Fig. 5 Consensus of one-hop algorithm with asymmetric
delays under fixed topology

4 Conclusion

Two basic leaderless consensus algorithms for second-
order system with general directed graphs are proposed
and both are proved to be effective under conditions which
are independent of the information topology. The first one
uses merely relative information to coordinate the collec-
tions and is robust to constant input delays. The main
shortcoming of this part is the use of the two-hop informa-
tion and the assumptions of uniform time-delays. On the

other hand, the second one uses nearest-neighbor′s infor-
mation to coordinate the multi-agent system. Several weak
consensus criteria for first-order consensus are re-obtained
for second-order consensus, which extends some results ob-
tained in the relevant literature for both the case with and
without asymmetric communication delays.
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12 Vicsek T, Czirók A, Ben-Jacob E, Cohen I, Shochet O. Novel
type of phase-transition in a system of self-driven particles.
Physical Review Letters, 1995, 75(6): 1226−1229

13 Jadbabaie A, Lin J, Morse A S. Coordination of groups
of mobile autonomous agents using nearest neighbor rules.
IEEE Transactions on Automatic Control, 2003, 48(6):
988−1001

14 Fax J A, Murray R M. Graph laplacians and stabilization
of vehicle formations. In: Proceedings of the 15th IFAC
Congress. Barcelona, Spain: International Federation of Au-
tomatic Control, 2002. 283−288

15 Olfati-Saber R, Murray R M. Consensus problems in net-
works of agents with switching topology and time-delays.
IEEE Transactions on Automatic Control, 2004, 49(9):
1520−1533

16 Ren W, Beard R W. Consensus seeking in multiagent sys-
tems under dynamically changing interaction topologies.
IEEE Transactions on Automatic Control, 2005, 50(5):
655−661

17 Moreau L. Stability of continuous-time distributed consen-
sus algorithms. In: Proceedings of the 43rd IEEE Confer-
ence on Decision and Control (CDC). Belgium: IEEE, 2004.
3998−4003

18 Ni W, Cheng D Z. Leader-following consensus of multi-agent
systems under fixed and switching topologies. Systems &
Control Letters, 2010, 59(3−4): 209−217

19 Ren W. Consensus tracking under directed interaction
topologies: algorithms and experiments. IEEE Transactions
on Control Systems Technology, 2010, 18(1): 230−237

20 Chen F, Chen Z Q, Xiang L Y, Liu Z X, Yuan Z Z. Reaching
a consensus via pinning control. Automatica, 2009, 45(5):
1215−1220

21 Lin P, Jia Y M. Multi-agent consensus with diverse time-
delays and jointly-connected topologies. Automatica, 2011,
47(4): 848−856



1002 ACTA AUTOMATICA SINICA Vol. 39

22 Tian Y P, Liu C L. Consensus of multi-agent systems with
diverse input and communication delays. IEEE Transactions
on Automatic Control, 2008, 53(9): 2122−2128

23 Gao Y P, Wang L. Consensus of multiple double-integrator
agents with intermittent measurement. International Journal
of Robust and Nonlinear Control, 2010, 20(10): 1140−1155

24 Gao Y P, Wang L. Asynchronous consensus of continuous-
time multi-agent systems with intermittent measurements.
International Journal of Control, 2010, 83(3): 552−562

25 Wen G H, Duan Z S, Yu W W, Chen G R. Consensus in
multi-agent systems with communication constraints. Inter-
national Journal of Robust and Nonlinear Control, 2012,
22(2): 170−182

26 Wen G H, Duan Z S, Li Z K, Chen G R. Consensus and
its L2-gain performance of multi-agent systems with inter-
mittent information transmissions. International Journal of
Control, 2012, 85(4): 384−396

27 Lin Z Y, Broucke M, Francis B. Local control strategies for
groups of mobile autonomous agents. IEEE Transactions on
Automatic Control, 2004, 49(4): 622−629

28 Xie G M, Wang L. Consensus control for a class of networks
of dynamic agents. International Journal of Robust and Non-
linear Control, 2007, 17(10−11): 941−959

29 Hong Y G, Gao L X, Cheng D Z, Hu J P. Lyapunov-based
approach to multiagent systems with switching jointly con-
nected interconnection. IEEE Transactions on Automatic
Control, 2007, 52(5): 943−948

30 Ren W. On consensus algorithms for double-integrator dy-
namics. IEEE Transactions on Automatic Control, 2008,
53(6): 1503−1509

31 Abdessameud A, Tayebi A. On consensus algorithms for
double-integrator dynamics without velocity measurements
and with input constraints. Systems & Control Letters, 2010,
59(12): 812−821

32 Cao L, Zheng Y F, Zhou Q. A necessary and sufficient con-
dition for consensus of continuous-time agents over undi-
rected time-varying networks. IEEE Transactions on Auto-
matic Control, 2011, 56(8): 1915−1920

33 Ren W, Atkins E. Distributed multi-vehicle coordinated
control via local information exchange. International Jour-
nal of Robust and Nonlinear Control, 2007, 17(10−11):
1002−1033

34 Yu W W, Chen G R, Cao M. Some necessary and sufficient
conditions for second-order consensus in multi-agent dynam-
ical systems. Automatica, 2010, 46(6): 1089−1095

35 Qin J H, Zheng W X, Gao H J. Consensus of multiple second-
order vehicles with a time-varying reference signal under di-
rected topology. Automatica, 2011, 47(9): 1983−1991

36 Ren W. Consensus strategies for cooperative control of vehi-
cle formations. IET Control Theory and Applications, 2007,
1(2): 505−512

37 Liu C L, Liu F. Consensus problem of second-order dynamic
agents with heterogeneous input and communication delays.
International Journal of Computers Communications & Con-
trol, 2010, 5(3): 325−335

38 Ren W, Beard R W. Distributed Consensus in Multi-Vehicle
Cooperative Control: Theory and Applications. Berlin:
Springer-Verlag, 2008. 25−50

39 Khalil H K. Nonlinear Systems (Third edition). New Jersey:
Prentice Hall, 2002. 355−356

40 Callier F M, Desoer C A, Thomas J B. Multivariable Feed-
back Systems. New York: Springer-Verlag, 1982. 1−275

41 Ruan S G, Wei J J. On the zeros of transcendental functions
with applications to stability of delay differential equations
with two delays. Dynamics of Continuous, Discrete and Im-
pulsive Systems—Series A—Mathematical Analysis, 2003,
10(6): 863−874

42 Munz U, Papachristodoulou A, Allgower F. Consensus in
multi-agent systems with coupling delays and switching
topology. IEEE Transactions on Automatic Control, 2011,
56(12): 2976−2982

CAO Xi-Bin Professor at the School of
Astronautics, Harbin Institute of Technol-
ogy. His research interest covers system de-
sign and simulation of satellites.
E-mail: xbcao@hit.edu.cn

GUO Hai-Bo Ph.D. candidate at the
Research Center of Satellite Technology,
Harbin Institute of Technology. He re-
ceived his bachelor degree from Harbin In-
stitute of Technology in 2008. His research
interest covers satellite formation flying
and cooperative control. Corresponding
author of this paper.
E-mail: guohaiboghb@gmail.com

ZHANG Shi-Jie Received his Ph. D.
degree in science & technology of aeronau-
tics and astronautics from Harbin Institute
of Technology (HIT), Harbin in 2005. Since
graduation, he has been working for the
Research Center of Small Satellite, HIT.
His research interest covers vision-based
navigation, the orbit and attitude control
and system simulation of satellite.
E-mail: sjzhang@hit.edu.cn


