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Uncalibrated Path Planning in the Image Space for

the Fixed Camera Configuration

LIANG Xin-Wu1 HUANG Xin-Han2 WANG Min2

Abstract Image-based visual servoing can be used to efficiently control the motion of robot manipulators. When the initial and
the desired configurations are distant, however, as pointed out by many researchers, such a control approach can suffer from the
convergence and stability problems due to its local properties. By specifying adequate image feature trajectories to be followed in
the image, we can take advantage of the local convergence and stability of image-based visual servoing to avoid these problems.
Hence, path planning in the image space has been an active research topic in robotics in recent years. However, almost all of the
related results are established for the case of camera-in-hand configuration. In this paper, we propose an uncalibrated visual path
planning algorithm for the case of fixed-camera configuration. This algorithm computes the trajectories of image features directly
in the projective space such that they are compatible with rigid body motion. By decomposing the projective representations of
the rotation and the translation into their respective canonical forms, we can easily interpolate their paths in the projective space.
Then, the trajectories of image features in the image plane can be generated via projective paths. In this way, the knowledge of
feature point structures and camera intrinsic parameters are not required. To validate the feasibility and performance of the proposed
algorithm, simulation results based on the puma560 robot manipulator are given in this paper.
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Traditional image-based visual servoing is usually based
on a point-to-point control strategy, i.e., an error obtained
by comparing the image features in the current image and
in the constant desired one should be regulated to zero by
some appropriate control laws. When the initial pose of
the end-effector/camera is far away from its desired one,
as pointed out by many researchers, the trajectories of
the end-effector/camera induced by this strategy may be
neither physically valid nor optimal such that the con-
straints of joint limits or field-of-view limits could be vi-
olated, which can lead to the task failure. By specifying
adequate trajectories of image features in the image plane
to be followed, we can fully utilize the local convergence
and stability properties of image-based visual servoing to
successfully accomplish the servoing task since in such a
manner, the error to be regulated in each control cycle can
be made small enough to be easily handled. Therefore, dur-
ing the last decades, significant efforts have been devoted to
visual path planning algorithms for generating trajectories
of image features in the image space.

The difficulties existed in visual path planning lie in the
fact that the generated image trajectories must correspond
to physically valid relative-pose trajectories between the
camera and the observed target. When the camera model
and the 3D target model are assumed to be known, we can
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first obtain the initial and desired relative poses through
3D reconstruction in Euclidian space, respectively from the
initial and desired image features. Then, the Euclidian tra-
jectories can be derived from the interpolation of these two
relative poses, from which we can easily deduce the fea-
sible feature trajectories in the image space by using the
perspective projection model of the camera. But this ap-
proach may require tedious camera calibrations and can
only apply to some very limited environments. Hence, most
of the works in visual path planning have been focused on
the uncalibrated methods in order to eliminate the knowl-
edge requirements of the exact camera intrinsic parame-
ters and the target model. Without the use of the target
model, the scaled Euclidian reconstruction approach can
be adopted to obtain the rotation and the scaled transla-
tion motion for interpolation of the camera path between
the initial and desired positions. The algorithms proposed
in [1−10] are based on such a strategy. In [1], an opti-
mal camera path planning algorithm with minimum accel-
eration was derived as a closed-form smooth collineation
path. Besides the optimization criterion with respect to
minimum acceleration, the minimum velocity problem was
also considered[2]. To take into account the constraints en-
countered by the robot manipulator in the servoing process,
a potential field-based method[3] was proposed to tackle
both the robot joint-limits and the visibility-limits con-
straints. Similarly, self-occlusions and visibility-limits con-
straints were also addressed[4]. In order to handle the very
large camera displacements and more complex scenes, im-
age interpolation among multiple images was developed[5].
In [6], instead of a straight line interpolation for the cam-
era translation motion, a generic helix trajectory was used
to join the initial and desired positions of the camera in
order to perfectly harmonize the geodesic trajectory of the
rotation. To handle more general constraints and achieve
better performance, a global optimization-based framework
was proposed[7] by accounting for the visibility, workspace
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and joint constraints while minimizing a cost function such
as spanned image area, trajectory length and curvature.
Note also that robust object reconstruction was used to
cope with calibration errors and image noises and an ex-
tended Euler representation was adopted to parameterize
the rotation matrix such that polynomial-optimization al-
gorithms can be easily applied. Similarly, Chesi et al.[8]

parameters were used to parameterize the rotation matrix
such that a polynomial-optimization formulation can also
be derived for keeping all features in the camera field of
view. To deal with the local optimal solution problems in
[7−8], a linear matrix inequality (LMI) optimization frame-
work was developed[9] by using homogeneous forms to pa-
rameterize the camera trajectories and formulate various
constraints and cost functions to be optimized. By making
use of the powerful capabilities of the probabilistic roadmap
approach, a sampling-based path planning algorithm was
presented[10]. Once the camera trajectories are obtained
in the scaled Euclidian space, the collineation path can be
derived to map the initial image features to the current
reference image features such that the image trajectories
in the image space can hence be calculated. Another so-
lution for getting the image trajectories is to directly map
the scaled reconstructed initial positions of features onto
the image plane by the use of the scaled Euclidian path as
adopted in [7−9].

Note that the above-mentioned approaches depend on
the knowledge of the camera intrinsic parameters more or
less. To completely remove the dependence on the camera
intrinsic parameters and the target model, path planning
can be directly performed in the projective space, such as
the approaches used in [11−14]. The traditional idea used
in this strategy is to plan the rotation with a geodesic path
while the translation path is interpolated by a straight line.
But in that case the camera may face the field of view con-
straint problem. To solve such a problem, a new strategy
called depth modulation was proposed[11−12] to ensure that
all features were kept in the camera field of view. In [13], a
translation modulation with three degrees of freedom was
determined in the affine space by using geometric compu-
tations to ensure visibility of the whole target. To yield
straight line behavior both in image and work space, a ro-
tation modulation strategy was presented[14]. In the pro-
jective space-based approaches, the feature trajectories in
the image space can be obtained by associating the planned
projective path with the initial image features. Note that
the previous methods are only valid when the cameras used
for both learning and servoing tasks are exactly the same.
To relax this condition, a path planning algorithm in the
invariant projective space was proposed[15] to yield straight
line behavior of the camera such that camera intrinsic pa-
rameters are not constrained to be the same.

It should be pointed out that the visual path planning
approaches discussed so far are proposed for the case of
camera-in-hand configuration. Contrarily, few results were
devoted to the visual path planning problem for the fixed
camera configuration. Using a fixed stereo rig, in [16−17],
the path planning was completed in the projective space by
screw decompositions of the conjugate transformation be-
tween the initial and desired projective coordinates of the
gripper points, with the help of projective invariants. In or-
der to avoid the mechanical constraints such as robot joint

limits, an orientation-generating operator was proposed[18]

in the projective space at the expense of an additional view
of the gripper. This approach can provide three degrees of
freedom for generating the orientation of the gripper.

It should be pointed out that the previous works men-
tioned above cannot be directly applied to solve the prob-
lem of image-space path planning with a single, uncali-
brated and fixed camera. Compared with the case of image-
space path planning with a single, uncalibrated and eye-in-
hand camera, the main difficulty for this research is that,
besides the unknown camera intrinsic parameters and the
unknown relative motion between the initial and the de-
sired position of the end-effector, we should also deal with
an additional unknown relative pose between the camera
frame and the initial end-effector frame in the case of image-
space path planning with a single, uncalibrated and fixed
camera, which can make the motion structure in the projec-
tive space more complicated and so can make the problem
hard to solve. Then, how to solve this problem is the main
objective of the research presented in this paper, i.e., in this
paper, we will propose a visual path planning algorithm for
the fixed-camera configuration, with a single uncalibrated
camera observing the motion of the robot manipulator. In
the learning stage, let the robot manipulator move to its
desired position and the fixed camera is used to capture
the corresponding image at this relative position, which is
denoted as the desired image. Then, when the robot ma-
nipulator starts at an arbitrary initial position, we can also
capture the image of the robot end-effector at this relative
position, which is denoted as the initial image. With the
initial and desired images at hand, the task of visual path
planning is to generate the image feature trajectories in the
image space that interpolate the initial and desired image
features. The proposed visual path planning approach in
this paper is based on interpolation in the projective space,
and hence, it is a model-free approach such that the cam-
era intrinsic parameters and the model of the target are not
needed. To perform interpolation in the projective space,
the projective representation between the initial and de-
sired images should first be derived. It will be found that
two additional movements of the robot manipulator from
the initial position are required to recover the projective
parameters, whereas only one additional movement was re-
quired in the case of camera-in-hand configuration[11] and
no additional movement was needed in the case of fixed-
camera configuration with a stereo rig[16−18] . But this is
not a problem since the additional movements can easily be
carried out automatically by the robot manipulator. Using
the obtained projective parameters, we simply interpolate
the rotation with a geodesic path and the translation with
a straight line path, from which we can obtain the image
feature trajectories to be followed by applying an image-
based visual servoing controller. To show the validity and
performance of the proposed approach, simulation results
based on the PUMA560 robot manipulator are also given
in this paper.

1 Modeling

Notations. Denote the relative pose of coordinate
frame j with respect to coordinate frame i by the rotation
iRj and the translation itttj , and the relative velocity of co-
ordinate frame j with respect to coordinate frame i by the
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rotational velocity iΩΩΩj and the translational velocity iVVV j ,
i, j = b, c, 0, e, 1, where b, c, 0, e, and 1 represent the robot
base frame B, the camera frame C, the initial end-effector
frame E0, the current end-effector frame E, and the desired
end-effector frame E1, respectively, and the setup for the
three coordinate frames E0, E1, and C is shown in Fig. 1.
To simplify the notation, we use 0R1 := R and 0ttt1 := ttt.
Note that the homogeneous transformation iTj is also used
to represent the relative pose between coordinate frames i
and j, which is composed of iRj and itttj .

Fig. 1 Relationship among different coordinate frames in the

modeling process

Let us assume that there are N feature points rigidly at-
tached to the robot end-effector and Cartesian coordinates
of the ith feature point are denoted by XXXi with respect to
the end-effector frame, which is constant. By applying co-
ordinate transformations, when the end-effector is located
at its initial position, Cartesian coordinates of the ith fea-
ture point with respect to the camera frame cXXXi(0) are
given by

cXXXi(0) = cttt0 + cR0XXXi (1)

In the same way, when the end-effector is located at its
desired position, Cartesian coordinates of the i-th feature
point with respect to the camera frame cXXXi(1) is given by

cXXXi(1) = cttt1 + cR1XXXi (2)

Substituting (1) into (2) by eliminating XXXi, we can obtain
the relationship between cXXXi(1) and cXXXi(0) as follows:

cXXXi(1) = cttt1 + cR1
cR−1

0 (cXXXi(0) −
cttt0) (3)

Based on the configuration as shown in Fig. 1, we have

cR1 = cR0R (4)

Substituting (4) into (3) yields

cXXXi(1) = cttt1 + cR0R
cR−1

0 (cXXXi(0) −
cttt0) (5)

It is noted that
cttt1 = cR0ttt + cttt0 (6)

Substituting (6) into (5) leads to

cXXXi(1) = cR0R
cR−1

0 (cXXXi(0) −
cttt0) + cttt0 + cR0ttt (7)

Under the perspective projection model of the camera,
the point in the Euclidian space cXXXi(1) = [x1

i , y
1
i , z1

i ]T is

mapped into a point in the image space, which is denoted
by ppp1

i = [u1
i , v

1
i , 1]T in pixels as follows:

z1
i ppp

1
i = KcXXXi(1) (8)

where K denotes the matrix taking the camera intrinsic
parameters[15]. Similarly, the point cXXXi(0) = [x0

i , y
0
i , z0

i ]T

is mapped into ppp0
i = [u0

i , v
0
i , 1]T as follows:

z0
i ppp

0
i = KcXXXi(0) (9)

From (7)∼ (9), we can easily obtain

z1
i ppp

1
i = G1

0(z
0
i ppp

0
i − ggg0) + ggg0 + ggg1

0 (10)

where

G1
0 = KcR0R

cR−1
0 K−1 (11)

ggg0 = z0ppp0 = Kcttt0 (12)

ggg1
0 = z1

0ppp
1
0 = KcR0ttt (13)

Note that z0 and ppp0 are respectively the depth and the
virtual image coordinates of the origin of coordinate frame
E0; ppp1

0 can be considered as a virtual epipole viewed in the
camera frame.

Similarly to the statement given in [13], (10) can also be
considered as generalizing the rigid body constraint to an
affine 3D space. In the case of camera-in-hand configura-
tion, the motion structure between the initial and desired
camera positions is encoded by two parts[13], i.e., G0→1 and
ggg0→1. In the case of fixed-camera configuration considered
in this paper, on the other hand, it is encoded by three
parts, i.e., the projective rotation G1

0, the virtual image
point ggg0, and the virtual epipole ggg1

0.

2 Visual path planning algorithm

Note that the parameter ggg0 contained in (10) is constant
during the motion of the end-effector when the initial end-
effector position is regarded as a reference point. Hence, in
order to generate an interpolated path, trajectories Gσ

0 and
gggσ

0 should be provided such that the trajectories zσ
i pppσ

i for
any feature point XXXi can be respectively derived as follows:

zσ
i pppσ

i = Gσ
0 (z0

i ppp
0
i − ggg0) + ggg0 + gggσ

0 (14)

where the boundary conditions for σ = 0 and σ = 1 are
given by

Gσ
0 |σ=0 = I3ggg

σ
0 |σ=0 = 000 (15)

Gσ
0 |σ=1 = G1

0ggg
σ
0 |σ=1 = ggg1

0 (16)

To simplify the visual path planning problem, linear inter-
polation will be used for generating the trajectories, i.e.

gggσ
0 = σggg1

0σ ∈ [0, 1] (17)

To generate the image feature trajectories using (14), the
projective motion parameters G1

0 and ggg1
0, and the virtual

image feature ggg0 should be first recovered.
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2.1 Reconstruction of depth fields zzz0

iii by a pure

translation motion from the initial end-

effector position

In the case of camera-in-hand configuration, the depth
fields can be recovered by a pure translation motion from
the initial camera position[11]. It is still effective in the case
of fixed-camera configuration, as shown in the following.

Let the robot end-effector move from its initial pose by
a pure translation motion such that R = I3 and ttt = t̄tt.
According to (10), (11) and (13), we have

zt
ippp

t
i = z0

i ppp
0
i + gggt

0 (18)

where gggt
0 = KcR0t̄tt and pppt

i is the image coordinates of the
i-th feature point when the end-effector is located at the
new position after the translation motion. Then, for an-
other feature point m, we also have

zt
mpppt

m = z0
mppp0

m + gggt
0 (19)

Subtracting (19) from (18), we obtain

zt
ippp

t
i − zt

mpppt
m = z0

i ppp
0
i − z0

mppp0
m (20)

Combining N feature points together and using the same
notations as adopted in [11], we can easily have

[

B(pppt) − B(ppp0)
]

[

ZZZt

ZZZ0

]

= 000 (21)

where ZZZt and ZZZ0 are the depth fields defined by ZZZt =
[zt

1, · · · , zt
N ]T and ZZZ0 = [z0

1 , · · · , z0
N ]T, and B(ppp) is given by

B(ppp) =















ppp1 −ppp2 000 000 000

000 ppp2 −ppp3 000 000

000 000
. . .

. . . 000

000 000 000 pppN−1 −pppN

−ppp1 000 000 000 pppN















As stated in [11], at least N = 3 matched points can be
used to solve the linear homogenous system up to a common
scalar factor. In other words, the solution can be obtained
by solving the general linear homogeneous problem using
the algorithm of singular value decomposition (SVD). As-

suming that SVD
{[

B(pppt) − B(ppp0)
]}

=
[

Ut, St, Vt

]

, where

SVD denotes the operator of singular value decomposition,

and then, the solution
[

ZZZtT,ZZZ0T
]T

can be taken as the

last column of Vt, which corresponds to the singular value
0 in the absence of noises, or corresponds to the smallest
singular value in the presence of noises.

2.2 Reconstruction of the virtual image point ggg0

by a pure rotational motion from the initial

end-effector position

After the depth fields have been found, in the case of
camera-in-hand configuration, the other projective motion
parameters can be solved from the corresponding points be-
tween the initial and desired image features. In the case of
fixed-camera configuration, however, another pure rotation
motion is needed to obtain the virtual image point ggg0.

Let the robot end-effector move from its initial pose by
a pure rotation such that R = R̄ and ttt = 0. According to

(10), (11) and (13), we have

zr
i ppp

r
i = Gr

0(z
0
i ppp

0
i − ggg0) + ggg0 (22)

where Gr
0 = KcR0R̄

cR−1
0 K−1 and pppr

i is the image coor-
dinates of the i-th feature point when the end-effector is
located at the new position after the rotation motion. Let
ḡgg = (I − Gr

0)ggg0, we have

zr
i ppp

r
i = Gr

0z
0
i ppp

0
i + ḡgg (23)

since z0
i ppp

0
i is a known quantity, by stacking zr

i , ḡgg and the
elements of Gr

0 into a solution vector as the case for the
depth fields in (21), we can also obtain their values up to a
common scalar factor by employing SVD. Hence, ḡgg and Gr

0

can be deduced from the solution vector. Then, by solving
the linear system (I −Gr

0)ggg0 = ḡgg, we can derive the virtual
image point ggg0.

It should be pointed out that different from the method
used to obtain the solution in (21), the solution vector here
cannot be simply taken as the last column of Vr, where
we assume that three matrices Ur, Sr and Vr are obtained
by applying SVD. Specifically, it should be taken as an
appropriately normalized vector of the last column of Vr

in order to obtain the matrix Gr
0 with an eigenvalue of one

such that this matrix actually corresponds to a projective
rotation matrix, since Gr

0 is similar to the rotation matrix
R̄ and it must have an eigenvalue of one. This is of great
importance to the success of computing the solution of ggg0.
Suppose that the last column of Vr is denoted by ξξξ1. From
ξξξ1, we can obtain Ḡr

0, which is different from Gr
0 up to

a common scalar factor. We assume that the eigenvalues
of Ḡr

0 are given by α1, α2 and α∗

2 , where ∗ denotes the
conjugate operator. Then, the solution vector ξξξ can be
taken as ξξξ = ξξξ1/α1. Now, ḡgg and Gr

0 can be derived from
the solution vector ξξξ such that one of the eigenvalues of Gr

0

is one in the ideal condition, which is a necessary property
of this matrix.

After having obtained ḡgg and Gr
0, more attention should

be paid to solving the linear system (I−Gr
0)ggg0 = ḡgg to obtain

ggg0. To obtain a stable solution, the SVD approach should
be used to solve this system, especially in the presence of

noises or numerical errors. Suppose that SVD
{

I − Gr
0

}

=
[

Ur0, Sr0, Vr0

]

, we have Ur0Sr0V
T

r0ggg0 = ḡgg. Let ḡgg0 = V T
r0ggg0

and ¯̄ggg = UT
r0ḡgg, we obtain Sr0ḡgg0 = ¯̄ggg, from which we can

easily derive the robust solution of ḡgg0 as given by ḡgg0 =
[(S̄−1

r0
¯̄̄ggg)T, 0]T + κ[0, 0, 1]T, where S̄r0 is the leading 2 × 2

submatrix of Sr0, ¯̄̄ggg is the leading 2×1 subvector of ¯̄ggg and κ
is an arbitrary constant. Then, the solution to the virtual
image ggg0 is given by ggg0 = Vr0ḡgg0.

2.3 Reconstruction of projective motion parame-

ters GGG1

0 and ggg1

0 from matched points between

the initial and desired end-effector positions

Now, (10) can be rewritten as follows:

z1
i ppp

1
i = G1

0ḡggi,0 + ḡgg1
0 (24)

where ḡggi,0 = z0
i ppp

0
i − ggg0 and ḡgg1

0 = ggg0 + ggg1
0. Since the depth

fields z0
i and the virtual image point ggg0 are already known,

ḡggi,0 is a known quantity. Hence, similar to the previous de-

velopments, we can easily obtain the parameters z1
i , G1

0 and
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ḡgg1
0 by using the SVD approach. Then, the virtual epipole

ggg1
0 can be easily derived from ḡgg1

0 = ggg0 + ggg1
0.

Up to now, the projective motion parameters G1
0 and

ggg1
0, and the virtual image point ggg0 presented in (10) all

have been derived. Compared with the case of camera-in-
hand configuration, an additional pure rotation motion is
needed to recover these parameters and more calculations
are required to solve related linear equations.

2.4 Path planning for the projective rotation mo-

tion GGGσσσ
0 in the projective space

Note that the collineation matrix given in (11) is slightly
different from that in the case of camera-in-hand configura-
tion, as we can see that an additional rotation matrix cR0

is included here. But this will not bring any big problem
since this matrix is constant. Hence, interpolation of G1

0

also comes down to the interpolation of R. As pointed out
in [13], the rotation matrix R can be represented via eigen-
decomposition, in terms of rotation angle θ in the matrix
Λ of eigenvalues and rotation axes uuu1 in the matrix U as
follows:

R = UΛ(θ)U∗ (25)

with Λ(θ) =





1 0 0

0 ejθ 0

0 0 e−jθ



 and U = [uuu1 uuu2 uuu∗

2]. When

R, K and cR0 are all known, we can first interpolate the
eigen-matrix Λ(θ) as Λ(σθ), σ ∈ [0, 1], and then, the inter-
polation of G1

0 can be calculated as follows:

Gσ
0 = KcR0UΛ(σθ)U∗cR−1

0 K−1 (26)

But this is not the case since the matrices R, K and cR0

are not known to us. Fortunately, as the case for camera-
in-hand configuration, the collineation matrix G1

0 is still
similar to the rotation matrix R. Hence, they have the
same eigenvalues. In other words, the eigen-decomposition
of G1

0 shares the same eigen-matrix Λ(θ) as the rotation
matrix R, i.e.

G1
0 = V Λ(θ)V −1 (27)

where V represents the associated eigenvectors, which can
be obtained from the knowledge of G1

0. Compared with the
structures of (26) and (27), we know that V = KcR0U .
Though we cannot obtain the matrices U , K and cR0, we
can know their product V through the eigen-decomposition
of G1

0. Hence, interpolation of G1
0 can also be carried out

by using (27) in this way:

Gσ
0 = V Λ(σθ)V −1σ ∈ [0, 1] (28)

which provides the same solution as that of (26), but with-
out any knowledge requirements of the matrices R, K and
cR0.

2.5 Visual path planning for image feature points

in the image space

Up to now, we have provided linear interpolation for the
translation motion as shown in (17) and the geodesic inter-
polation for the rotation motion as shown in (28). There-
fore, the image trajectories of the i-th feature point can be
generated via the use of (14), i.e., we can obtain the vec-
tor wwwσ

i = zσ
i pppσ

i , σ ∈ [0, 1]. Then, we can derive the image

coordinates of the i-th feature point in the following way:

uσ
i =

wσ
i,1

wσ
i,3

, vσ
i =

wσ
i,2

wσ
i,3

(29)

where wσ
i,j denotes the j-th component of wwwσ

i . Then, pppσ
i

is given by pppσ
i = [uσ

i , vσ
i , 1]T at the time instant σ. In this

way, the obtained image trajectories of feature points in the
image space correspond to physically valid rigid motion of
the robot end-effector and the generated trajectories can
be tracked using image-based visual servoing techniques in
order to fully take advantage of the local convergence and
robustness of image-based visual servoing methods.

3 Image-based visual servoing for the

fixed-camera configuration

For the purpose of simpleness, we only consider the
kinematics-based visual servoing approach. Specifically
speaking, the robot joint velocity q̇qq(τ ) ∈ Rn×1 is taken as
the control input needed to be designed. In other words, the
joint velocity can be exactly generated to control the mo-
tion of the robot manipulator immediately after the com-
mand of the kinematics-based controller is issued.

Differentiating the image formation equation zτ
i pppτ

i =
KcXXXi(τ ), we obtain

żτ
i pppτ

i + zτ
i ṗppτ

i = KcẊXXi(τ ) (30)

Considering first the component uτ
i of pppτ

i , we have

zτ
i u̇τ

i = kkkT
1

cẊXXi(τ ) − żτ
i uτ

i (31)

Using żτ
i = kkkT

3
cẊXXi(τ ) results in

u̇τ
i =

1

zτ
i

(kkkT
1 − uτ

i kkkT
3 )cẊXXi(τ ) (32)

where kkkT
i is the i-th row of K. It is noted that[19]

cẊXXi(τ ) = cΩΩΩe × cXXXi(τ ) + cVVV e (33)

Substituting cXXXi(τ ) = zτ
i K−1pppτ

i into (33) yields

cẊXXi(τ ) =
[

I3 − zτ
i

[

K−1pppτ
i

]

×

]

[

cVVV e
cΩΩΩe

]

(34)

where [aaa]× denotes a skew-symmetric matrix defined by

[aaa]× =





0 −a3 a2

a3 0 −a1

−a2 a1 0





with aaa = [a1, a2, a3]
T. Combining (32) and (34), we have

u̇τ
i = Jimg,ui

[

cVVV e
cΩΩΩe

]

(35)

where

Jimg,ui
=

[

1
zτ

i

(kkkT
1 − uτ

i kkk
T
3 ) −(kkkT

1 − uτ
i kkkT

3 )
[

K−1pppτ
i

]

×

]

According to [19], the velocities cVVV e and cΩΩΩe can be related
to the velocities bVVV e and bΩΩΩe as follow:

[

cVVV e
cΩΩΩe

]

= Jcst

[

bVVV e
bΩΩΩe

]

(36)
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where Jcst is defined by

Jcst =

[

cRb [ctttb]×
cRb

03×3
cRb

]

Substituting (36) into (35) leads to

u̇τ
i = Jimg,ui

Jcst

[

bVVV e
bΩΩΩe

]

(37)

It is also noted that
[

bVVV e
bΩΩΩe

]

= J(qqq)q̇qq (38)

where J(qqq) is the manipulator Jacobian matrix. Then, we
can derive the velocity of the component uτ

i induced by the
robot joint velocity as follows:

u̇τ
i = Jui

(pppτ
i , zτ

i , qqq)q̇qq (39)

where Jui
(pppτ

i , zτ
i , qqq) represents the overall image Jacobian

matrix corresponding to the component uτ
i :

Jui
(pppτ

i , zτ
i , qqq) = Jimg,ui

JcstJ(qqq) (40)

Similarly, we can also derive the velocity of the component
vτ

i induced by the robot joint velocity as follows:

v̇τ
i = Jvi

(pppτ
i , zτ

i , qqq)q̇qq (41)

where Jvi
(pppτ

i , zτ
i , qqq) denotes the overall image Jacobian ma-

trix corresponding to the component vτ
i :

Jvi
(pppτ

i , zτ
i , qqq) = Jimg,vi

JcstJ(qqq) (42)

with

Jimg,vi
=

[

1
zτ

i

(kkkT
1 − vτ

i kkkT
3 ) −(kkkT

1 − vτ
i kkkT

3 )
[

K−1pppτ
i

]

×

]

The image-plane velocity of the i-th feature point fffτ
i =

[uτ
i , vτ

i ]T can then be given by

ḟff
τ

i =

[

Jui
(pppτ

i , zτ
i , qqq)

Jvi
(pppτ

i , zτ
i , qqq)

]

q̇qq := Ji(ppp
τ
i , zτ

i , qqq)q̇qq (43)

Combining all the N feature points together, we obtain

ḟff
τ

= J(pppτ , zzzτ , qqq)q̇qq (44)

where fffτ =
[

(fffτ
1)T, · · · , (fffτ

N )T
]T

, zzzτ = [zτ
1 , · · · , zτ

N ]T,

J(pppτ , zzzτ , qqq) =
[

JT
1 (pppτ

1 , zτ
1 , qqq), · · · , JT

N (pppτ
N , zτ

N , qqq)
]T

is the

overall image Jacobian matrix.
The objective of kinematics-based visual servoing for the

fixed-camera configuration is to design appropriate control
laws for generating the robot joint velocity q̇qq to drive the
image features fffτ toward their goal position, which is spec-
ified by fffd. The control law adopted in this paper for gen-
erating the control input q̇qq is given as follows:

q̇qq = −J+(pppτ , zzzτ , qqq)f̃ff (45)

where f̃ff = fffτ − fffd is the regulation error of feature
points and J+(pppτ , zzzτ , qqq) denotes an appropriate inverse of
J(pppτ , zzzτ , qqq)[20]. It can be easily shown that the regulation

error f̃ff will be convergent to zero[21] under the condition

that rank
(

J(pppτ , zzzτ , qqq)
)

= min(m, n) with m = 2N , i.e., the

image features will be convergent to their desired values as
time tends to infinity.

It should be pointed out that the Jacobian matrix
J(pppτ , zzzτ , qqq) depends on the knowledge of the camera in-
trinsic and extrinsic parameters and the depths of the
feature points, as we can see from both (40) and (42).
Hence, when only approximate knowledge of these param-
eters is available, we can then obtain its approximate value
Ĵ(pppτ , ẑzzτ , qqq, K̂, cR̂b,

ct̂ttb) by using the estimated values ẑzzτ ,

K̂, cR̂b and ct̂ttb. In this case, the control law for generating
the control input q̇qq is given by

q̇qq = −Ĵ+(pppτ , ẑzzτ , qqq, K̂, cR̂b,
ct̂ttb)f̃ff (46)

where Ĵ+(pppτ , ẑzzτ , qqq, K̂, cR̂b,
ct̂ttb) also represents an appropri-

ate inverse of Ĵ(pppτ , ẑzzτ , qqq, K̂, cR̂b,
ct̂ttb).

4 Simulation results

To validate the proposed visual path planning algorithm,
in this section, we will present simulation results by us-
ing a PUMA560 robot manipulator, which is based on the
robotics toolbox for Matlab developed by Corke[22]. The
end-effector of the robot manipulator is required to move
to its desired position given by

bT1 =









−0.1194 −0.4845 −0.8666 0.3936

0.3010 0.8141 −0.4966 −0.7112

0.9461 −0.3201 0.0486 0.0568

0 0 0 1









We assume that eight vertices of a hexahedron virtually
attached to the robot end-effector are used as feature points
to complete both the path planning and visual servoing
tasks, whose Cartesian coordinates are given by

XXX1 = [χ, 0, 0]T,XXX2 = [χ, χ, 0]T,XXX3 = [χ, χ, χ]T

XXX4 = [0, χ, χ]T,XXX5 = [0, χ, 0]T,XXX6 = [0, 0, 0]T

XXX7 = [0, 0, χ]T,XXX8 = [χ, 0, χ]T

where χ = 0.08 m. The initial robot end-effector position is
assumed to be specified at the ready position of PUMA560,
i.e.

bT0 =









1.0000 0 0 0.0203

0 1.000 0 −0.1500

0 0 1.000 0.8636

0 0 0 1









Note that a camera with intrinsic parameters:

K =





800 100 200

0 800 200

0 0 1





is fixed near the robot manipulator to observe the motion
of the end-effector. In addition, we assume that

btttc = [t1, t2, t3]
T, bRc = Rot(zzz, γ)Rot(yyy, β)Rot(xxx, α)

where Rot(ι, φ) (ι = xxx,yyy,zzz) and φ = α, β, γ, respectively
denotes a 3 × 3 basic rotation matrix about ι-axis by angle
φ, t1 = −0.2056, t2 = 1.1440, t3 = −2.3236, α = 2π/3,
β = 2π/3 and γ = 2π/5.
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As our main concerns in this paper, we generate the in-
termediate image coordinates of the eight feature points,
which are used to connect their initial images with the de-
sired ones. Applying the proposed visual path planning
algorithm yields the desired reference trajectories of the
feature points in the image space, as shown in Fig. 2.

Fig. 2 Reference trajectories generated by the

proposed algorithm

To show the necessity of the proposed algorithm, image-
based visual servoing method presented in Section 3 is used
to control the motion of the robot end-effector when the
path planning algorithm is not used for generating interme-
diate reference image features. In other words, the initial
image features captured at the initial position of the end-
effector are required to be directly regulated to the constant
desired ones captured at the desired position. In this case,
the visual servoing approach fails to achieve such a goal and
the corresponding results are given in Fig. 3, from which we
can see that local minimum is reached and the robot joints

(a) Image feature error between the current and the constant

desired image features

(b) Joint trajectories

Fig. 3 Visual servoing results for the case with no

intermediate points

violate their joint limits. Then, the initial image features
cannot be regulated to their desired values and thus the
desired position of the end-effector cannot be reached. On
the other hand, when intermediate reference image features
are generated to be followed by using the proposed algo-
rithm, the initial image features can be successfully regu-
lated to their corresponding desired values as illustrated in
Figs. 4∼ 6, from which we can know that the errors between
the current and constant desired image features gradually
decrease to zero when the iteration number increases and
the ranges of the joint trajectories can be lowered by in-
creasing intermediate points. Hence, when more interme-
diate reference image features are generated to be tracked,
more optimal joint trajectories can be obtained and then
the joint limits problem is expected to be solved. Con-
tinuing to increase intermediate points, the corresponding
results are given in Fig. 7 for the case with 60 intermediate
points, from which we know that the robot can successfully
avoid its joint limits when the joint limits are considered
as (−π, π) for all joints. However, as the number of the
intermediate points continues to increase, the ranges of the
joint trajectories cannot be further lowered any more, as
we can see from Fig. 8 for the case with 80 intermediate
points. Hence, the joint limits problem can be solved to
a certain extent by increasing intermediate points but it
cannot be completely solved in this manner and deserves
further investigation in the future research. For the purpose
of clarity, we also provide the corresponding followed tra-
jectories of image features in Fig. 9, from which we can see
that the planned and followed trajectories are almost the
same by comparing with Fig. 2. From the previous results,
we can know that sufficient intermediate points should be

(a) Image feature error between the current and the constant

desired image features

(b) Joint trajectories

Fig. 4 Visual servoing results for the case with 30

intermediate points



766 ACTA AUTOMATICA SINICA Vol. 39

(a) Image feature error between the current and the constant

desired image features

(b) Joint trajectories

Fig. 5 Visual servoing results for the case with 40

intermediate points

(a) Image feature error between the current and the constant

desired image features

(b) Joint trajectories

Fig. 6 Visual servoing results for the case with 50

intermediate points

(a) Image feature error between the current and the constant

desired image features

(b) Joint trajectories

Fig. 7 Visual servoing results for the case with 60

intermediate points

(a) Image feature error between the current and the constant

desired image features

(b) Joint trajectories

Fig. 8 Visual servoing results for the case with 80

intermediate points
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Fig. 9 Followed trajectories of the image features obtained by

the visual servoing approach

generated to obtain satisfying system performance.
As another main concern in this paper, we want to know

whether the generated intermediate reference image fea-
tures correspond to physically valid 3D rigid motion of the
robot end-effector or not. In other words, it should be en-
sured that the image coordinates of the eight feature points
can be made arbitrarily close to their respective reference
positions at every intermediate reference image. This can
be easily checked by using the visual servoing strategy
adopted here: the visual servoing method used in this pa-
per is still based on the point-to-point regulation strategy
for simplicity, i.e., the intermediate reference image fea-
tures nearest to the current image are taken as the current
desired ones to be regulated and when the errors between
them are below an arbitrarily specified small threshold, the
next intermediate reference image features will be the next
desired ones to be regulated. Then, these errors should be
small enough to guarantee the feasibility of the generated
intermediate reference image features. To show that this is
certainly the case, simulation results about these errors are
given in Fig. 10, from which we see that norms of these er-
rors at the end of each regulation period are all below 0.1.
Actually, arbitrarily small threshold can be attained but
only more iterations are required. To understand that the
end-effector is indeed reached to its desired pose with re-
spect to the robot base frame when the image features are
regulated to their desired position, the error trajectories
of the end-effector between its current and desired poses
are given in Fig. 11. Note that the actual trajectory of the
robot end-effector in 3D space is also provided in Fig. 12.
Then, it is found that the desired pose of the end-effector
can be successfully attained using the proposed approach.

It should be pointed out that there exist unsmoothed
changes in the simulation results. This is due to the switch-
ing of intermediate reference image features as the current
desired ones to be regulated. To remove this phenomenon,
smooth image feature trajectories should be derived by us-
ing natural cubic B-splines[4] to interpolate the intermedi-
ate reference image features. Then, tracking control laws
can be designed to follow these trajectories smoothly.

5 Conclusion

In this paper, we have proposed a new path planning
algorithm in the image space for the fixed-camera configu-
ration with only one camera. To the best of our knowledge,
the proposed algorithm is the first one for dealing with the

(a) Image feature error between the current and the

intermediate reference image features

(b) Zoom in to (a)

Fig. 10 Visual servoing results for the case with 80

intermediate points

(a) Translational errors between the current and the constant

desired end-effector poses

(b) Rotational errors between the current and the constant

desired end-effector poses

Fig. 11 Visual servoing results for the case with 80

intermediate points
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Fig. 12 Visual servoing results for the case with 80

intermediate points: position trajectory of the robot

end-effector in 3D space

problem of image-space path planning with a single, uncal-
ibrated and fixed camera, and this is the main novelty and
contribution of this paper. Given the initial and desired
image features of the robot end-effector, the proposed al-
gorithm can automatically generate intermediate reference
image features to connect the initial with the desired image
features. To successfully accomplish the planning task, two
additional sets of image features, which are captured when
the end-effector is respectively located at a pure translation
and a pure rotation apart from its initial position, should
be collected to recover the projective motion parameters of
the robot end-effector between its initial and desired poses.
Note that this process can also be fulfilled automatically
without any knowledge of the camera parameters and the
target model.

To show the necessity and feasibility of the proposed al-
gorithm, simulation results using a PUMA560 robot ma-
nipulator are also presented, from which we can know that
the robot end-effector can be controlled to its desired des-
tination successfully by using an image-based visual ser-
voing approach with the help of the proposed algorithm.
Conversely, without the use of the proposed algorithm, the
robot end-effector fails to arrive at its desired destination.
In addition, every set of generated intermediate reference
image features can be attained by the actual image features
of the end-effector with an arbitrary small error, which
means that the planned intermediate reference image fea-
tures correspond to physically valid 3D rigid motion of the
robot end-effector and can be feasible. It is also found that
the robot joint limits can be avoided to a certain extent by
planning sufficient numbers of intermediate reference image
features. It should be pointed out that the disadvantage of
the proposed algorithm is that it cannot absolutely guaran-
tee the robot joint-limits avoidance and the image features
cannot definitely be kept in the camera′s field of view all
the time. Hence, the objective in our future research is to
completely solve these problems by taking the robot joint-
limits, camera’s field of view and self-occlusions constraints
into consideration in the formulation of the image-space
path planning algorithm.
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